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Schedule of the workshop
first week:  PDF
                 EW precision measurements
                 low-energy observables

second week:  Higgs and high-energy probes
                      global interpretation
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Different open problems and challenges

Theory
role of higher-order corrections in the description of differential observables (Gehrmann)
impact of the QCDxEW interplay in the MW determination (Chiesa)
role the input scheme in the sin²θeff  determination (Chiesa)
relevance of the PDF correlations in the MW determination (Bagnaschi)

Global fits and interpretation
prospects for the GFitter results in view of new improved experimental inputs (Schott)

Experiments
relevance of low- and high-pile-up data (Camarda, Bendavid)
bayesian reweighing and PDF uncertainty in the sin²θeff  determination (Bodek)
methodologies to combine the MW results of different experiments/channels/energies (Andari)
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Triple-differen#al Drell-Yan cross sec#on
• Measured with fiducial event selec5on cuts (on single leptons)

• Fiducial cuts influence acceptances in triple-differen5al bins           
[D.Walker, Durham 2019 PhD thesis]

Thomas Gehrmann Ultimate Precision at Hadron Colliders

Central-Central Central-Forward

plT > 20 GeV plT,F > 20 GeV plT,C > 25 GeV

|yl| < 2.4 2.5 < |ylF | < 4.9 |ylC | < 2.4

46 GeV < mll < 200 GeV 66 GeV < mll < 150 GeV

Table 1: Selection criteria for the central-central and central-forward fiducial regions in

the ATLAS measurement of [27].

sections, we will introduce such a triple di↵erential measurement and consider some of

the associated theoretical challenges with the goal of producing consistent NNLO QCD

corrections for an associated sin2 ✓e↵W fit.

The default setting for the computation of fixed-order QCD predictions in the following

sections uses the Gµ scheme with MZ = 91.1876 GeV, sin2 ✓e↵W = 0.23150, the NNPDF3.1

parton distributions [26] with ↵S(MZ) = 0.118; theory uncertainties are estimated by a

seven-point variation of renormalization and factorization scales within a factor 2 around

a central value of µ = Q.

3 ATLAS Drell-Yan Triple Di↵erential (Z3D) Measurement

The ATLAS collaboration performed a measurement of the inclusive Drell-Yan process

at
p
s = 8 TeV [27], based on 20.2 fb�1 of data taken in 2012 using combined electron

and muon decay channels1. The results are triply di↵erential in the di-lepton invariant

mass mll, di-lepton rapidity yll and the scattering angle in the Collins-Soper frame cos ✓⇤.

Depending on the rapidities of the individual leptons, the measurement is divided into two

regions. These are defined by di↵erent selection criteria: a central-central (CC) region

where both leptons were observed in the central rapidity region of the ATLAS detector,

and a central-forward (CF) region where one lepton is found in the central region whilst

the other is measured in the forward detector region. The full fiducial cuts and binnings

are shown in Tables 1 and 2.

The original measurement in [27] was presented alongside theoretical results generated

at NLO QCD using Powheg-Box [28–31] with Pythia 8 [32] to model parton showering,

hadronisation and underlying event e↵ects alongside NLO EW corrections [33]. The distri-

butions were then corrected using a set of NNLO QCD + NLO EW k-factors di↵erential

1We will henceforth refer to this measurement as Z3D in order to distinguish this from the complementary

DY angular analysis also performed by ATLAS on 8 TeV data [15].
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Triple-differential Drell-Yan cross section
• Lepton pair produc5on: EW precision observable

• ATLAS 8 TeV measurement [1710.05167]

Thomas Gehrmann Ultimate Precision at Hadron Colliders
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Observable Central-Central Central-Forward

mll [GeV] [46,66,80,91,102,116,150,200] [66,80,91,102,116,150]

|yll| [0,0.2,0.4,0.6,0.8,1,1.2, [1.2,1.6,2,2.4,2.8,3.6]

1.4,1.6,1.8,2,2.2,2.4]

cos ✓⇤ [-1,-0.7,-0.4,0,0.4,0.7,1] [-1,-0.7,-0.4,0,0.4,0.7,1]

Total Bin Count: 504 150

Table 2: Binnings for the central-central and central-forward fiducial regions in the ATLAS

measurement of [27].

only in the invariant di-lepton mass mll generated using FEWZ 3.1 [34], which varied

from 1.035 for the lowest mll bin to 1.025 in the highest bin. A fit of sin2 ✓e↵W to the

data by the ATLAS collaboration is underway, with preliminary results presented in [23].

It is in this context that the implementation of Drell-Yan at NNLO in QCD within the

NNLOjet framework is used, with the secondary goal of exploiting the data alongside a

consistent set of NNLO results for Drell-Yan type processes produced using NNLOjet for

PDF fitting purposes.

The definition of the fiducial cut on individual lepton momenta contrasts with the

use of di-lepton variables in the definition of the triple di↵erential cross section. This in-

terplay of kinematical variables leads to a complex structure of the measurement regions,

potentially implying non-trivial acceptance e↵ects and an enhanced sensitivity to extra

radiation from higher order corrections. Interfacing the QCD predictions with the appro-

priate EW corrections for multiple values of sin2 ✓e↵W must also be feasible in order for a

scan of sin2 ✓e↵W to be performed, and this requires careful attention to avoid consistency

issues between the two theory inputs.

Whilst di↵erential NNLO QCD results for the Drell-Yan process have been known

for almost two decades and there are many available codes producing these results (see

e.g. [34–37]), accurate and exclusive results typically require substantial computing re-

sources to evaluate. This is particularly true when producing multi-di↵erential results, and

it is for this reason that generating accurate predictions for the 654 separate bins of the

Z3D analysis remains technically challenging. These issues are multiplied when producing

results for a parameter fit, where multiple sets of such results are required for parameter

variation, uncertainty estimation and closure tests. As a result, one can consider the nu-

merical demands of producing such predictions to be more comparable to those required for

– 10 –
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T. Gehrmann



Alessandro Vicini - University of Milano                                                                                                                                                                         Pisa, February 7th 2020

Triple-differential Drell-Yan cross section
• Leading-order forbidden bins
• require finite QT of lepton pair
• shown here: symmetric lepton pair

→ prediction starts only at NLO
• lower accuracy
• potential perturbative instabilities

Thomas Gehrmann Ultimate Precision at Hadron Colliders 10

T. Gehrmann
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Triple-differential Drell-Yan cross section

Including O(αs
3) in 

forbidden bins
• improve theory 

uncertainty
• better agreement with 

data
• sizable deviations in 

bins around MZ

• require NLO EW

Thomas Gehrmann Ul5mate Precision at Hadron Colliders 14

T. Gehrmann
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Triple-differen#al Drell-Yan cross sec#on
Forbidden bins at leading order

• similar kinema5cs to Q
T

or ɸ* distribu5on of lepton pairs

• O(α
s

3
) correc5ons (Drell-Yan N

3
LO) obtained from V+jet at NNLO     

[R.Boughezal, X.Liu, F.Petriello; NNLOJET: A.Gehrmann-De Ridder, N.Glover, A.Huss, T.Morgan, D.Walker, TG]

Thomas Gehrmann Ultimate Precision at Hadron Colliders
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Figure 5. Validation between the fixed-oder coefficients (at NLO and NNLO) and the corresponding
expansion of the resummed prediction (at NNLL and N3LL) for the individual partonic channels, with
L = ln(pZt /GeV). Note that in contrast to Fig. 4, the curves labelled as “NNLL” only comprises term of
O

�
↵2

s

�
and does not include higher-order O

�
↵3

s

�
terms.

To perform the validation we consider 8 TeV pp collisions with NNPDF3.0 parton densities [141],
and we work within an inclusive setup requiring

80 GeV < M`` < 100 GeV, (4.11)

and setting the scales to µR = µF = MZ with xQ = Q/M`` = 1. This inclusive setup is chosen as to

– 14 –
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Figure 13. Comparison of the normalised �⇤
⌘ distribution for Drell-Yan pair production at NNLO (green),

NNLL+NLO (blue) and N3LL+NNLO (red) at
p
s = 8 TeV in the central lepton-pair invariant-mass

window (66 GeV < M`` < 116 GeV) for three different lepton-pair rapidity slices. For reference, the
ATLAS data is also shown, and the lower panel shows the ratio of each prediction to data.
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• replace jet requirement by 

(small) Q
T  

cut

• NNLOJET: small QT region 

validated expanding N3LL 

resummation [W.Bizon, P.F.Monni, 

E.Re, L.Rottoli, P.Torrielli + NNLOJET]

• in future: can be matched to 

N3LL resummation

T. Gehrmann
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Direc#ons in precision QCD
• NNLO for higher multiplicities (beyond 2 → 2)
• virtual two-loop amplitudes and integrals largely unknown
• methods for handling infrared singularities becoming unpractical
• much room for conceptual and technical progress

• Matching NNLO and parton showers
• Higgs and Drell-Yan production [S.Höche, Y.Li, S.Prestel; 

P.Monni, P.Nason, E.Re, M.Wiesemann, G.Zanderighi]

• Matching NNLO and analytic resummation
• Higgs and Drell-Yan qT distribution [HX.Zhu et al., P.Monni et al.]

• N3LO for benchmark processes

Thomas Gehrmann Ul5mate Precision at Hadron Colliders 16

T. Gehrmann
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Combination of EW and QCD corrections

Templates accuracy: LO MW shifts (MeV)
W+ ! µ+

� W+ ! e+�

Pseudodata accuracy MT p`T MT p`T

1 Horace only FSR-LL at O(⇥) -94±1 -104±1 -204±1 -230±2
2 HoraceFSR-LL -89±1 -97±1 -179±1 -195±1
3 HoraceNLO-EW with QED shower -90±1 -94±1 -177±1 -190±2
4 HoraceFSR-LL + Pairs -94±1 -102±1 -182±2 -199±1
5 PhotosFSR-LL -92±1 -100±2 -182±1 -199±2

��	����	
�����
���������
���������

pp ! W+,
p
s = 14 TeV MW shifts (MeV)

Templates accuracy: NLO-QCD+QCDPS W+ ! µ+
� W+ ! e+�(dres)

Pseudodata accuracy QED FSR MT p`
T

MT p`
T

1 NLO-QCD+(QCD+QED)PS Pythia -95.2±0.6 -400±3 -38.0±0.6 -149±2

2 NLO-QCD+(QCD+QED)PS Photos -88.0±0.6 -368±2 -38.4±0.6 -150±3

3 NLO-(QCD+EW)+(QCD+QED)PStwo-rad Pythia -89.0±0.6 -371±3 -38.8±0.6 -157±3

4 NLO-(QCD+EW)+(QCD+QED)PStwo-rad Photos -88.6±0.6 -370±3 -39.2±0.6 -159±2

convolution with QCD can change a lot the impact of EW corrections

Mauro Chiesa Towards fully NLO-EW analyses

M. Chiesa

the bulk of the QCDxQED effects is included in the analyses
but
an estimate of the uncertainty on the size of these corrections is not available
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Uncertainties from higher order e�ects: pair radiation

same order as 2 “ radiation (NNLO)

pp æ W +,
Ô

s = 14 TeV MW shifts (MeV)
Templates accuracy: LO W + æ µ+‹ W + æ e+‹

Pseudo–data accuracy MT p¸
T MT p¸

T

1 Horace FSR-LL -89±1 -97±1 -179±1 -195±1
2 Horace FSR-LL + Pairs -94±1 -102±1 -182±2 -199±1

�MW (µ+‹) ≥ 5±1 MeV (from µ) and ≥ 3±2 MeV (from e)

Mauro Chiesa Towards fully NLO-EW analyses

M. Chiesa



An electroweak scheme with (Gmu, MZ, sin²θeff) as inputs

2

Input scheme definitions

A set of three commonly adopted SM lagrangian in-
put parameters in the gauge sector is e,MW ,MZ , which
have to be expressed in terms of three measured quanti-
ties, whose choice defines a renormalization scheme. The
relation between e,MW ,MZ and the reference measured
quantites has to be evaluated at the same perturbative
order of the scattering amplitude calculation at hand and
allows to fix the renormalization conditions. The usual
set of reference measured quantities are: ↵,MW ,MZ ,
which defines the on-shell scheme; ↵(MZ),MW ,MZ ,
which is a variant of the on-shell scheme which reabsorbs
the large logarithmic contributions due to the running of
the electromagnetic coupling from the scale 0 to MZ [16];
Gµ,MW ,MZ , which defines the Gµ scheme and is partic-
ularly suited to describe Drell-Yan processes at hadron
colliders because it allows to include a large part of the
radiative corrections in the LO predictions, guaranteeing
a good convergence of the perturbative series. For a de-
tailed description of these schemes cfr. ref. [17]. The
presence of MW among the input parameters is a nice
feature in view of a direct MW measurement at hadron
colliders via a template fit method, as described above.
On the other hand, these schemes are not suited for
high precision predictions, because of the “large” para-
metric uncertainties stemming from the present experi-
mental precision on the knowledge of MW . In fact, for
NC DY precise predictions, a LEP style scheme with
↵, Gµ,MZ would be preferred. However, in view of a
direct SM determination of the quantity sin2 ✓`eff , also

this scheme has its own shortcomings, because sin2 ✓`eff
is a calculated quantity and can not be treated as a
fit parameter. With the aim of a direct sin2 ✓`eff SM
determination, we discuss an alternative scheme, which
includes the weak mixing angle as an input parameter,
sin2 ✓, together with e and MZ . The experimental refer-
ence data are the Z boson mass value measured at LEP,
the fine structure constant ↵ and sin2 ✓`eff as defined
at LEP at the Z resonance. An additional possibility
discussed in the following is to replace ↵ with Gµ. We
will refer to these two choices as the (↵,MZ , sin

2 ✓`eff )

and the (Gµ,MZ , sin
2 ✓`eff ) input schemes. At tree level

sin2 ✓ = sin2 ✓`eff . The quantity sin2 ✓`eff is defined in
terms of the vector and axial-vector couplings of the Z
boson to leptons glV,A, measured at the Z boson peak, or

alternatively the chiral electroweak couplings glL,R and
reads (at tree level) [18]:

sin2 ✓leff =
I l3
2Ql

✓
1�

glV
glA

◆
=

I l3
Ql

✓
�glR

glL � glR

◆
, (1)

where

glL =
I l3 � sin2 ✓leff Ql

sin ✓leff cos ✓
l
eff

, glR = �
sin ✓leff
cos ✓leff

Ql . (2)

I l3 = ±
1
2 is the third component of the weak isospin and

Ql is the electric charge of the lepton in units of the
positron charge.

Renormalization

We implement the one loop renormalization of the
three input parameters by splitting the bare ones into
renormalized parameters and counterterms

M2
Z,0 = M2

Z + �M2
Z (3)

sin2 ✓0 = sin2 ✓`eff + � sin2 ✓`eff (4)

e0 = e(1 + �Ze) (5)

where the bare parameters are denoted with subscript
0. The counterterms �M2

Z and �Ze are defined as in the
usual on-shell scheme. Complete expressions are given
in Eqs. (3.19) and (3.32) of Ref. [19]. The counterterm
� sin2 ✓`eff is defined by imposing that the tree-level re-

lation Eq. (1) holds to all orders. Considering the Zll̄
vertex, the couplings gfL,R, neglecting the masses of the

lepton l, are replaced by the form factors GL,R(q2) [9]
once radiative corrections are accounted for. The e↵ec-
tive weak mixing angle has been defined at LEP/SLD by
taking the form factors at q2 = M2

Z : QUESTION: in

the LEP definition the real parts were taken in

numerator and denominator separately (e.g. Eq.

12 of Bardin-Passarino-Gruenewald)

sin2 ✓`eff ⌘
I l3
Ql

Re

✓
�G

l
R(M

2
Z)

Gl
L(M

2
Z)� Gl

R(M
2
Z)

◆
. (6)

The form factors Gi can be computed in the SM in any
input scheme that does not contain sin2 ✓`eff as input
parameter, yielding in turn, via Eq.(6), a prediction for
sin2 ✓`eff , as discussed at length in Refs. [20, 21].
In this paper instead we consider the weak mixing an-

gle as an input parameter. In order to fix its renormal-
ization condition, we write the relation between the bare
coupling and its expression in terms of form factors at
a given perturbative order, with bare masses and cou-
plings.

sin2 ✓0 =
If3
Qf

Re

 
�G

f
R(M

2
Z)

G
f
L(M

2
Z)� G

f
R(M

2
Z)

!�����
0

. (7)

We replace all the bare couplings with the renormalized
ones and the associated counterterms, Eqs. (3-5):

sin2 ✓`eff +� sin2 ✓`eff =
I l3
Ql

Re

✓
�glR � �glR

glL � glR + �glL � �glR

◆
.

(8)
where �glL,R represent the e↵ect of radiative corrections,
expressed in terms of renormalized quantities and related
counterterms. We do not consider NLO QED corrections

The weak mixing angle is related to the left- and right-handed (vector and axial-vector)
       couplings of the Z boson to fermions

3

because they factorize on form factors and therefore do
not a↵ect the sin2 ✓leff definition. The e↵ective weak
mixing angle is defined to all orders by the request that
the measured value coincides with the tree-level expres-
sion; in other words, the radiative corrections that could
be reabsorbed into a redefinition of an e↵ective mixing
angle are exactly cancelled, order by order, by the coun-
terterm, which reads, at O(↵)

� sin2 ✓`eff = �
1

2

g`Lg
`
R

(g`L � g`R)
2
Re

✓
�g`L
g`L

�
�g`R
g`R

◆
. (9)

From the O(↵) corrections to the vertex Z ! `+`� we
obtain

� sin2 ✓`eff
sin2 ✓`eff

=
cos ✓`eff
sin ✓`eff

Re⌃AZ
T (M2

Z)

M2
Z

(10)

+

✓
1�

Q`

I`3
sin2 ✓`eff

◆⇥
�Z`

L + �V L
� �Z`

R � �V R
⇤
.

where ⌃AZ
T (M2

Z) contains the fermionic and bosonic con-
tributions to the �Z self-energy corrections, while the
second line of Eq. (10) stems from the vertex correc-
tions and counterterm contributions. We remark that
the �Z self-energy does not contain enhanced terms pro-
portional to m2

t . The bosonic contributions in Eq. (10)
form a gauge invariant set because they are a linear com-
bination of the corrections to the left- and right-handed
components of the Z decay amplitude into a lepton pair.
The expression of ⌃AZ

T (M2
Z) and �Zl

L/R are given in

Eqs. (B.2) and (3.20) of Ref. [19], respectively. In �Zl
L/R

we suppressed the lepton family indices. The vertex cor-
rections �V L/R are given by

�V L =
�
g`L

�2 ↵

4⇡
Va

�
0,M2

Z , 0,MZ , 0, 0
�

+
1

2s2W

g⌫L
g`L

↵

4⇡
Va

�
0,M2

Z , 0,MW , 0, 0
�

�
cW
sW

1

2s2W

1

g`L

↵

4⇡
Vb

�
0,M2

Z , 0, 0,MW ,MW

�

�V R =
�
g`R

�2 ↵

4⇡
Va

�
0,M2

Z , 0,MZ , 0, 0
�

(11)

and the vertex functions Va and Vb are given in Eqs. (C.1)
and (C.2) of Ref. [19], respectively.

The renormalization condition that the mea-

sured e↵ective leptonic weak mixing angle

matches the tree-level expression to all orders in

perturbation theory applies, following the LEP

definition, to the ratio of the real part of the

vector and axial-vector form factors. Since the

Green’s functions associated to the Zff̄ vertex

satisfy the Ward identities [22] for an arbitrary

complex value of the weak mixing angle, then dif-

ferent prescriptions can be devised to assign the

imaginary part of the counterterm and, in turn,

of the weak mixing angle at q2 = M2
Z .

The Gµ scheme

The muon decay amplitude allows to establsh a rela-
tion between ↵, Gµ,MZ and sin2 ✓`eff which reads

sin2 ✓`eff cos ✓2effM
2
Z =

⇡↵
p
2Gµ

(1 +�r̃) . (12)

with the following expression for �r̃

�r̃ = �↵(s)��⇢+�r̃rem (13)

�r̃rem =
Re⌃AA(s)

s
�

✓
Re⌃ZZ

T (M2
Z)

M2
Z

�
⌃ZZ

T (0)

M2
Z

◆

�
sin2 ✓`eff � cos2 ✓`eff

cos2 ✓`eff

1

2

cW
sW

�ZAZ

We note the appearance of the combination �↵(s)��⇢,
which di↵ers from the corresponding one for �r in the

(↵,MWMZ) on-shell scheme �↵(s)� c2W
s2W

�⇢. The �r̃rem
correction does not contain any term enhanced by a
mt

2 factor, nor large logarithmically enhanced contribu-
tions. Using Eq. 12 to derive an e↵ective electromagnetic
coupling, it is possible to convert results computed in
the (↵,MZ , sin

2 ✓`eff ) scheme in the corresponding ones

in the (Gµ,MZ , sin
2 ✓`eff ) schemes. The �⇢(1) ⌘ �⇢

term present at O(↵) in this relation accounts for 1-
loop quantum corrections growing like mt

2; the latter
can be resummed to all orders, together with the ir-
reducible 2-loop contributions �⇢(2), computed in the
heavy top limit in Ref. [23]; the replacement Gµ !

Gµ/
�
1��⇢(1) ��⇢(2)

�
thus includes in the predictions

a class of universal higher-order corrections.

THE DRELL-YAN PROCESS

We study at NLO-EW the neutral current (NC)
DY process, in the setup described in [24], with the
POWHEG code [25], focusing on the invariant mass forward-
backward asymmetry AFB(M2

Z). Given the gauge in-
variant separation of photonic and weak corrections, we
focus on the latter to discuss the main features of the
(Gµ,MZ , sin

2 ✓`eff ) schemes, in view of a direct deter-

mination of sin2 ✓`eff . We first consider the impact of
the radiative corrections, for fixed values of all the input
parameters and then we evaluate the parametric uncer-
tainty due to a variation of the top mass mt. Both e↵ects
contribute to limit the precision of the predictions of the
DY distributions. We eventually consider the sensitiv-
ity of the latter to a variation of the sin2 ✓`eff value, for
a fixed choice of all the other inputs. We compare the
results of the (Gµ,MZ , sin

2 ✓`eff ) and of the traditional
(Gµ,MW ,MZ) schemes.
The absolute change �AFB of AFB(M2

Z) computed
with NLO weak virtual corrections with respect to the

The request that the tree-level relation holds to all orders fixes the counterterm for sin²θeff 
    on-shell definition

The renormalised angle is identified with the LEP leptonic effective weak mixing angle
The Z mass is defined in the complex mass scheme.
Δr is evaluated with sin²θeff as input and differs from the usual (α,MW,MZ) expression

See also  D.C.Kennedy, B.W.Lynn,Nucl.Phys.B322, 1; F.M.Renard, C.Verzegnassi, Phys.Rev.D52,1369; 
                        A.Ferroglia, G.Ossola, A.Sirlin,Phys.Lett.B507,147; A.Ferroglia, G.Ossola, M.Passera, A.Sirlin,Phys.Rev.D65 (2002) 113002 
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This scheme allows to express any observable as     

so that templates as a function of sin²θeff  can be easily generated

    →  direct relation between the data and the parameter of interest

    →  simple estimate of all the systematic effects, theoretical and experimental

𝒪 = 𝒪(Gμ, mZ, sin2 θlep
eff )

The result of the fit in this scheme can be directly combined with LEP results
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AFB  mtop parametric uncertainties and perturbative convergence
M.Chiesa, F.Piccinini, AV, arXiv:1906.11569      

prediction for AFB at the LHC in the (Gmu, MZ, sin²θeff) input scheme (red), 
comparison with (Gmu,MW,MZ)   (blue)

    faster perturbative convergence                  →    good control over the systematic uncertainties
    very weak parametric mtop dependence                    of the templates used to fit the data

The combination (Gmu, MZ, sin²θeff) offers a very effective parameterisation of the Z resonance
     in terms of normalisation, position, shape 
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Page 10Prof. Dr. M. Schott (Johannes Gutenberg University, Mainz)

Interpretation in the context of 
the Electroweak Fit

§ Unofficial combination yields a 
value of
§ MW = 80380±13 MeV,

with a p-value of 0.74
§ Several PDF correlation 

scenarios tested and results are 
stable

§ Predicted value of the 
electroweak fit
§ MW = 80356±6 MeV
§ 1.6σ “tension” with the SM 

prediction
§ Dominated by mtop and mZ

uncertainty, contributing 2.6 
and 2.5 MeV 

§ Without mH: MW=80364±17MeV

M. Schott

The estimate of the residual theoretical error on the MW prediction  (3 MeV)
is not supported by the comparison of calculations in different renormalisation schemes (OS vs MSbar)   
and might have a role in the significance of the fit
→ 3-loop EW results would be needed to solve this issue
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Prospects and challenges

Orthogonal approaches with diDerent dominant uncertainties

Should be both pursued, will benefit from the combination

High pileup Low pileup

Most sensitive 
observable

pT lepton mT

Theory 
challenge

W/Z pT ratio, PDFs PDFs

Experimental 
challenge

pT lepton calibration Recoil calibration

Dominant 
uncertainties Physics modelling, PDFs Recoil, stat, PDFs

Two paths for future measurements at ATLAS and CMS

Only option at LHCb
Can benefit from very high stat 
of the HL-LHC program

Requires dedicated runs
Provides measurement and 
data-driven modelling of pT W

S.Camarda
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Stefano Camarda 19

Prospects for mW at the HL-LHC with low pileup data

Increased acceptance provided by the 
new inner detector in ATLAS,P(ITk) 
extends the coverage up to |h| < 4 

Allows further in-situ constraints onPPDFs 
from pseudorapidity bins

With 1fb-1 of low pileup data (<m>~2) likely 
to reach ~ 6 MeV of stat+PDF uncertainty

LHeC ep collisions would largely reduce 
PDF uncertainties (< 2 MeV)

ATL-PHYS-PUB-2018-026

S.Camarda
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W mass at the LHC with high pileup data

sqrt(s) 7 TeV 8 TeV 13 TeV
Lumi ~4.5 fb-1 ~20 fb-1 ~100 fb-1

Events 15x10-6 80x10-6 600x10-6

Stat Unc.[MeV] 7 3 1

Measured Expected Expected

The statistical uncertainty is expected to be reduced by factors of 
2 to 7 by analysing 8 and 13 TeV datasets

The muon momentum calibration uncertainty in the ATLAS 7 TeV mW result is 
~9 MeV in the pT lepton category and ~6 MeV in the combined result

This is likely to be the dominant experimental 
uncertainty in high pileup measurements

S.Camarda



Alessandro Vicini - University of Milano                                                                                                                                                                         Pisa, February 7th 2020

ATLAS Tevatron

pT Pythia8 RESBOS

Ai, y DYNNLO RESBOS

PDF CT10nnlo CTEQ6.6 

EW Photos Photos

Uncertainty correlation 

Correlation between PDF 
uncertainties to be evaluated  8

N.Andari
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Tevatron result 
 CTEQ6.6

Published results 

Common PDF set

Combined results

(Tevatron) (ATLAS) 

mW combined

ATLAS result 
 CT10

CMS, 
 LHCb… 

Correlation

9

N.Andari
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PDF uncertainties and correlations

PDF variations are applied as event weights on the generator level, calculated internally 
in Powheg as the ratio of the event cross sections predicted by CT10 and alternative 
PDF sets: 

- CT10 nnlo, CTEQ6.6, CTEQ6.1, MSTW2008 used in publications 

- CT10, CT14, MMHT2014, NNPDF31, CT18: other PDF sets       


Different energies 2, 7 TeV (pp-bar for 2 TeV) 

Where i runs for the uncertainty sets  

Correlation of PDF uncertainties between different

categories alpha and beta

13

N.Andari
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 Few % stat uncertainties to be evaluated on the correlations 
19

CT10 1. 2. 3. 4.

1. W+ 2 TeV 1 0.99 0.26 0.51

2. W- 2 TeV 0.99 1 0.31 0.52

3. W+ 7 TeV 0.26 0.31 1 -0.23

4. W- 7 TeV 0.51 0.52 -0.23 1

CTEQ6.6 1. 2. 3. 4.

1. W+ 2 TeV 1 1 0.37 0.45

2. W- 2 TeV 1 1 0.36 0.46

3. W+ 7 TeV 0.37 0.36 1 -0.42

4. W- 7 TeV 0.45 0.46 -0.42 1

N.Andari
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A.Bodek
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BLUE :Vary sin2θeff for fixed PDF
ORANGE/green: Vary 100 NNPDF3.0 replicas for fixed sin2θeff
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A.Bodek

Precision Electroweak Physics Arie Bodek, Aleko Khukhunaishvili , 
University of Rochester 21

muons electrons combined

Bayesian reweighting method
Factor of 2 reduction in errors

The Bayesian reweighing offers the most optimistic estimate of the uncertainty,
        before a new global PDF fit includes the new data

The correlation between the PDFs and sin²θeff  might be better handled in a simultaneous global fit
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Conclusions

Many long and lively discussions during the Saclay workshop

More work is needed from both th and exp sides

Optimistic but challenging perspectives
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Page 25Prof. Dr. M. Schott (Johannes Gutenberg University, Mainz)

Where will we stand in 10 Years with an 
Ultimate Precision at the LHC?

§ By the end of the LHC, we (being optimistic) might 
have
§ ΔmW ≈ 8 MeV
§ ΔmTop ≈ 300 MeV 
§ Δsin2ΘW ≈ 0.00012

§ … results in indirect precisions of
§ ΔmW≈4 MeV, ΔmTop≈1.3 GeV, ΔmH≈13 GeV
§ See also a detailed studfy from Gfitter from 

2014: https://arxiv.org/abs/1407.3792 
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Momentum calibration

Most measurements of mW at hadron colliders (UA2, D0, ATLAS) 
lay the foundations of the energy and momentum calibration upon 
an external measurement of mZ

Drawbacks:

EDectively provide a measurement of mW/mZ, and suDer from an 
irreducible 2 MeV uncertainty from the LEP measurement of mZ 

Introduce correlation of momentum calibration uncertainites 
between diDerent measurements
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Stefano Camarda 22

Muon momentum calibration with J/y
One notable exception: CDF measurement of mW based 
the muon momentum calibration on J/y (and Y)

Electron energy and recoil momentum are cross-
calibrated to the muon-momentum scale

Propagation of the momentum scale from ~5 to ~80 
GeV is a great challenges, requires perfect control of

Misalignments

Magnetic field nonuniformities

Material and energy loss

Benefit from larger sample than Z, 
and more precise mass 
measurement (10-6)


