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Ode al Maestro
1

(Festschrift)

Cari colleghi, ancora adunati2

per festeggiare il Riccardo Barbieri, 2
qual schiera eletta tutt’accomunati,

dalla sua Scienza, di oggi o di ieri,3 4

alla sua guisa, riposti gl’incensi,
giunto è il momento del pàrlar verace, 6

per dire ora di quei motti densi
che ai riti solenni ognuno tace. . . 4 8

Come colui che la truppa comanda,
dettava egli la linea d’attacco: 10

“Per far quel conto, l’uccello si branda!

fino a quagliare o rimetterci il pacco!”
5 12

1
Umile tentativo di metter per iscritto quegli insegnamenti del Prof. Barbieri,

complementari ai vari corsi da lui tenuti durante gli anni sia alla Scuola Normale

Superiore che all’Università di Pisa. A beneficio imperituro dei posteri.
2
In occasione della conferenza “A Passion for Particles”, tenutasi alla Scuola

Normale Superiore di Pisa nei giorni 19 e 20 dicembre 2013. Il presente com-

ponimento è stato letto durante la cena conclusiva della conferenza.
3
La conferenza ha visto la partecipazione di colleghi, ammiratori e discepoli

del prof. Barbieri, la maggior parte dei quali fisici di primissimo piano in Fisica

Teorica.
4
Alla maniera del Prof. Barbieri (alla sua guisa) è giunto il momento di

essere schietti, mettendo da parte cerimonie (riposti gli incensi) e andando di-

rettamente al cuore del tema: quelle frasi celebri (motti densi), tra storia e

leggenda, che nel corso degli anni la memoria collettiva degli studenti ha tra-

mandato in forma orale, come lezioni di vita irrinunciabili e fonti di ispirazioni

complementari agli insegnamenti accademici. Spesso frasi boccaccesche (ancor

più di rado politically correct) — e quindi da tacersi nelle celebrazioni u�ciali

(che ai riti solenni ognuno tace) — ma dall’immediato ed impareggiabile e↵etto

educativo.
5
Come in ogni tradizione orale, è di�cile ricostruire frasi esatte pronunciate

nelle varie circostanze descritte, ma la memoria più condivisa parla di “È il

Andrea Gambassi



Tanti auguri Riccardo e grazie



Tanti auguri Riccardi e grazie



Positivity: LI case

Coefficients of EFT operators must satisfy inequalities 
(if there is a “standard” UV completion)

Adams, Arkani-Hamed, 
Dubovsky, Nicolis, Rattazzi 06 
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Crossing:
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Froissart bound: 
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Similar bounds for non-LI theories?

Motivation: in many interesting situations Lorentz is spontaneously broken

1. Cosmology. In particular Inflation and Dark Energy/Modifications of Gravity

We are particularly interested in “peculiar” theories (Galileon, Ghost 
Condensate...): are they consistent?

2. Condensed Matter.  Can we deduce general inequalities for a system? 

3. QFT at finite T or finite Q

4.  Worldline EFT

In general the theory is defined with non-linearly realised Lorentz

Cannot be “extrapolated” from a LI invariant theory: think about a fluid



Simply do the same?

Look at p scattering

In a LI theory this is well-defined at arbitrary high energy 
(calculable in EFT only at low energy)

If LI is broken, p is not a good asymptotic state at high energy:
scatter phonons at 10 TeV?

Baumann, Green, Lee, Porto 15 
Grall, Melville 21

w1 w2
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Even when asymptotic states can be followed, 
S-matrix does not have required analytic properties

PC, Delladio, Janssen, Longo, Senatore 23 Hui, Kourkoulou, Nicolis, Podo, Zhou 23



Let us go back to 2-point function

• Quite rich object w/o LI: G(w,k). Two variables like S-matrix with LI

• Electrodynamics of media, hydrodynamics, worldline EFT. 
Linear response theory

• The first use of analyticity are Kramers-Kronig relations. Non-LI!

• Constraints on conformal superfluids (CFTs at large Q) using   
PC, Janssen, Senatore 22
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hJµJ⌫i

What are the implications of microcausality and positivity for EM in media?

Of course 80% is known (Russians!) maybe in an unconventional language… 
(For us!)



Positivity bounds for EM response of media

Fields are small (compared with the atomic ones) à linear optics

We want EOM for <E> and <B> after you integrate out the medium 
IN-IN Effective action
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where in the last equality we have assumed that the current is a local function of the fields

and N
µ⌫ characterize the dependence of the current on the electromagnetic fields.2 We provide

some examples for clarification. In scalar QED, the relevant part of the matter action is SM =R
�|Dµ |

2 with  a complex scalar field and Dµ = @µ � iaµ. Then we have J
µ = �i( †

D
µ
 �

 (Dµ
 )†) and N

µ⌫ = �2| |2⌘µ⌫ . For Fermions, SM =
R
i ̄ /D with  Dirac spinor. Then we

obtain J
µ =  ̄�

µ
 and N

µ⌫ = 0. As a result, for the computation of the e↵ective action, we

have

S[a+A, ] = S[a, ] + S� [A] +

Z
d4xJµ(a, )Aµ +

1

2

Z
d4xNµ⌫(a, )AµA⌫ + . . . . (2.11)

Since, S� [A] term only depends on the background field we factor it out in eq. (2.4) and write

the CTP e↵ective action as following

�[A1, A2] = S� [A1]� S� [A2] + �M [A1, A2] , (2.12)

in which the last term is the contribution of matter and is given by

e
i�M [A1,A2] =

Z CTP
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Da1Da2D 1D 2 exp
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1 A1µA1⌫ � i{1 ! 2}

◆
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(2.13)

in which the index 1PI means that we only sum over 1PI diagrams. Since we are doing pertur-

bation in the background field we expand the exponent in eq. (2.13). The leading order term,

corresponding to A = 0, vanishes due to normalization of the e↵ective action. The linear term

would be

i

Z CTP

⇢,1PI
e
i(S1�S2)

Z
d4x (Jµ

1 A1µ � J
µ
2 A2µ) = i

Z
d4x hJµ(x)i1PI (A1µ �A2µ) , (2.14)

where we have suppressed the measure for the path integral and S1 = S[a1, 1] and similarly for

the backward fields. By translation invariance hJ
µ
i1PI / u

µ is independent of the coordinates

and can only be proportional to the u
µ which is the 4-velocity of the medium. However, the

contribution of this term must be canceled by the homogeneous background of ions with the

opposite charge density which we have not included in the path integral. Their e↵ect can be

considered by adding a similar term as in eq. (2.14) to the action, like a counter term, which

cancels the linear term. However, eventually we need to add a term for the external current to

the e↵ective action Z
d4x (A1µ �A2µ)J

µ
ext (2.15)

to model the external probe to the system, i.e. charges on a capacitor in the lab. Therefore, it

remains only the quadratic terms which can be written as following

�M [A1, A2] =
1

2

Z
d4x d4y

h
A1µ(x) A2µ(x)

i
S
µ⌫(x, y)

"
A1⌫(y)

A2⌫(y)

#
+ . . . (2.16)

2By Lorentz covariance it must be of the form N
µ⌫ = ⌘

µ⌫
N + a

µ
a
⌫
Ñ if there are no other vector fields in the

system.
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in which

S
µ⌫(x, y) = i

"
hTJ

µ(x)J⌫(y)i � hJ
⌫(y)Jµ(x)i

� hJ
µ(x)J⌫(y)i

D
T̃ J

µ(x)J⌫(y)
E
#

1PI

+ hN
µ⌫
i1PI �(x� y)

"
1 0

0 �1

#
. (2.17)

The e↵ective Maxwell equation would be the variation of �[A1, A2] with respect to A1 (or

equivalently A2) and then setting A1 = A2 = A (see also eq. (A.17)) which will be the value of

the average field. Therefore, we obtain

1

g2
@⌫F

⌫µ +

Z
d4y⇧µ⌫(x, y)A⌫(y) = �J

µ
ext(x) , (2.18)

where we have also added the external current as explained in eq. (2.15). There is in principle

a noise term which captures fluctuations... The influence of matter is captured by the second

term

⇧µ⌫(x, y) = i✓(x0 � y
0) h[Jµ(x), J⌫(y)]i1PI + hN

µ⌫
i1PI �(x� y) . (2.19)

Eq. 2.18 is the Maxwell equation in matter and the solution gives average fields. It can be

easily seen that ⇧ is the self-energy for the retarded Green function of photon. In more details,

we have

(G�1
� )µ⌫ =

1

g2
(��1)µ⌫ �⇧µ⌫

, (2.20)

in which G
µ⌫
� ⌘ i✓(x0 � y

0) h[aµ(x), a⌫(y)]i is the complete photon retarded propagator while

�µ⌫ is the free retarded photon propagator.

Self-energy tensor A more compact notation for the self-energy is the second variation of

the matter e↵ective action

⇧µ⌫(x, y) =
�
2�M [Ar, Aa]

�Aa,µ(x)�Ar,⌫(y)

�����
Aa=0,Ar=0

, (2.21)

where we have used the r/a representation discussed around eq. (A.24), i.e. Ar ⌘ (A1 +A2)/2

and Aa ⌘ A1 � A2. Reality condition of the e↵ective action, �M [Ar, Aa]⇤ = ��M [Ar,�Aa],

implies that the self-energy is real, i.e. ⇧µ⌫⇤ = ⇧µ⌫ . It ensures that the solutions of the e↵ective

Maxwell equation eq. (2.18) with real sources and boundary conditions is real. Gauge invariance

of the e↵ective action simply implies that self-energy is transverse

@xµ⇧µ⌫(x, y) = @y⌫⇧
µ⌫(x, y) = 0 . (2.22)

This ensures that if Aµ is a solution of eq. (2.18) then Aµ+@µ⇤ is also a solution. Moreover, by

translation symmetry self-energy is only a function of the distance, i.e. ⇧µ⌫(x, y) = ⇧µ⌫(x� y).

In Fourier space

⇧µ⌫(p) =

Z
d4x e�ip.x⇧µ⌫(x) , (2.23)

for pµ the four momentum vector. In the presence of a medium, Lorentz boost is broken so ⇧µ⌫

can be a function of Lorentz invariant combinations made out of pµ and the four velocity u
µ of

6

in which

S
µ⌫(x, y) = i

"
hTJ

µ(x)J⌫(y)i � hJ
⌫(y)Jµ(x)i

� hJ
µ(x)J⌫(y)i

D
T̃ J

µ(x)J⌫(y)
E
#

1PI

+ hN
µ⌫
i1PI �(x� y)

"
1 0

0 �1

#
. (2.17)

The e↵ective Maxwell equation would be the variation of �[A1, A2] with respect to A1 (or

equivalently A2) and then setting A1 = A2 = A (see also eq. (A.17)) which will be the value of

the average field. Therefore, we obtain

1

g2
@⌫F

⌫µ +

Z
d4y⇧µ⌫(x, y)A⌫(y) = �J

µ
ext(x) , (2.18)

where we have also added the external current as explained in eq. (2.15). There is in principle

a noise term which captures fluctuations... The influence of matter is captured by the second

term

⇧µ⌫(x, y) = i✓(x0 � y
0) h[Jµ(x), J⌫(y)]i1PI + hN

µ⌫
i1PI �(x� y) . (2.19)

Eq. 2.18 is the Maxwell equation in matter and the solution gives average fields. It can be

easily seen that ⇧ is the self-energy for the retarded Green function of photon. In more details,

we have

(G�1
� )µ⌫ =

1

g2
(��1)µ⌫ �⇧µ⌫

, (2.20)

in which G
µ⌫
� ⌘ i✓(x0 � y

0) h[aµ(x), a⌫(y)]i is the complete photon retarded propagator while

�µ⌫ is the free retarded photon propagator.

Self-energy tensor A more compact notation for the self-energy is the second variation of

the matter e↵ective action

⇧µ⌫(x, y) =
�
2�M [Ar, Aa]

�Aa,µ(x)�Ar,⌫(y)

�����
Aa=0,Ar=0

, (2.21)

where we have used the r/a representation discussed around eq. (A.24), i.e. Ar ⌘ (A1 +A2)/2

and Aa ⌘ A1 � A2. Reality condition of the e↵ective action, �M [Ar, Aa]⇤ = ��M [Ar,�Aa],

implies that the self-energy is real, i.e. ⇧µ⌫⇤ = ⇧µ⌫ . It ensures that the solutions of the e↵ective

Maxwell equation eq. (2.18) with real sources and boundary conditions is real. Gauge invariance

of the e↵ective action simply implies that self-energy is transverse

@xµ⇧µ⌫(x, y) = @y⌫⇧
µ⌫(x, y) = 0 . (2.22)

This ensures that if Aµ is a solution of eq. (2.18) then Aµ+@µ⇤ is also a solution. Moreover, by

translation symmetry self-energy is only a function of the distance, i.e. ⇧µ⌫(x, y) = ⇧µ⌫(x� y).

In Fourier space

⇧µ⌫(p) =

Z
d4x e�ip.x⇧µ⌫(x) , (2.23)

for pµ the four momentum vector. In the presence of a medium, Lorentz boost is broken so ⇧µ⌫

can be a function of Lorentz invariant combinations made out of pµ and the four velocity u
µ of
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Macroscopic Maxwell equations

Ai Aj Ai Aj

Figure 1: Schematic diagrams associated to the contribution from matter to the quadratic e↵ective action. The blobs
correspond to correlation functions of J (left) and the contact term (right). External propagators are not included in
the diagrams.

where we have suppressed the measure of the path integral and S1 = S[a1, 1], etc. By translation invariance

hJµi1PI / u
µ is independent of the coordinates and can only be proportional to the u

µ, the four-velocity of the

medium. This term is either zero, e.g. for neutral fluids, or it is canceled by a homogeneous background with

opposite charge, e.g. electrons in a solid.4 We must add a similar term to the e↵ective action

Z
d4x (A1µ �A2µ)J

µ
ext (2.10)

to model the external current controlled by the experimentalist, e.g. charges on a capacitor. The quadratic

terms can be written as follows:

�M [A1, A2] =
1

2

Z
d4x d4y

h
A1µ(x) A2µ(x)

i
S
µ⌫(x, y)

"
A1⌫(y)

A2⌫(y)

#
+ . . . (2.11)

in which

S
µ⌫(x, y) = i

"
hTJµ(x)J⌫(y)i � hJ⌫(y)Jµ(x)i
� hJµ(x)J⌫(y)i

⌦
T̄ J

µ(x)J⌫(y)
↵
#

1PI

+ hNµ⌫i1PI �(x� y)

"
1 0

0 �1

#
, (2.12)

where we have used Eq. (A.8) to write the coe�cient matrix S
µ⌫ in terms of the correlation functions of the

current J
µ plus contact terms.5 Diagrammatically this corresponds to the matter corrections to the e↵ective

action with two external legs shown in Fig. 1. The e↵ective Maxwell equation is obtained by varying �[A1, A2]

with respect to A1 (or equivalently A2) and then setting A1 = A2 = A (see also Eq. (A.17)), which will be the

value of the average field. Doing so we obtain

1

g2
@↵F

↵µ +

Z
d4y⇧µ⌫(x, y)A⌫(y) = �J

µ
ext(x) , (2.13)

where we have also added the external current as explained in Eq. (2.10).6 The influence of matter is captured

by the second term,

⇧µ⌫(x, y) = i✓(x0 � y
0) h[Jµ(x), J⌫(y)]i1PI + hNµ⌫i1PI �(x� y) . (2.14)

Eq. (2.13) is the Maxwell equation in matter and its solution gives the average fields. As mentioned above,

here we have restricted to the quadratic e↵ective action which is a good approximation in situations with weak

4For electrons in a solid the assumption of homogeneity is not completely correct since the presence of a lattice of ions breaks
spatial translations to a discrete subgroup. Most often this e↵ect is ignored by assuming a homogeneous background with the
opposite charge without any dynamics, known as the Jellium model. For a discussion of possible granularity e↵ects see [23].

5It is useful to compare Eq. (2.11) with similar expressions in App. A. First of all, in both Eq. (A.24) and Eq. (A.27), unlike
in Eq. (2.11), we have used the r/a representation. More importantly, the reader should note that Eq. (2.11) has similarities and
di↵erences with both Eq. (A.24) and Eq. (A.27). It is similar to Eq. (A.24) because there is an external field Aµ (similar to K
in Eq. (A.24)) in which we are expanding. The di↵erence is that in Eq. (A.24) there are external currents, needed to perform the
Legendre transform. That is why instead of simple correlation functions of the current in Eq. (2.12) we end up having only the 1PI
part. The presence of these external currents is the similarity to Eq. (A.27) while the di↵erence is that in Eq. (2.11) we have not
included the free part of the action.

6The quadratic CTP e↵ective action contains the information about all the two-point functions including the fluctuations. In
fact a standard approach is to solve for the variable Aa ⌘ A1 � A2 and obtain a Langevin equation sourced by a noise term. In
this work we focus on the average fields and neglect fluctuations. An interesting question would be to study properties of the
fluctuations through the fluctuation-dissipation theorem. See §9.
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Internal (bound) current

Pµn and e, µ

the medium with normalization u
µ
uµ = �1. Useful combinations are

! ⌘ �p
µ
uµ , k

2
⌘ p

µ
pµ + (pµuµ)

2
. (2.24)

In the rest frame of the medium u
µ = (1,~0) and then ! = p

0 is the enrgy and k
2 = ~p

2 is the

magnitude of spatial momentum squared. For this reason, most often we will simply write the

four momentum as pµ = (!,~k) and we write ⇧µ⌫(!, k).

The condition eq. (2.22) in Fourier space implies that pµ⇧µ⌫ = 0. In the Lorentz invariant

case this reduces the tensor to a function, i.e. the vacuum polarization. In presence of a medium

we will generically have two functions as given below. We follow [3, 4] to construct a generic

form. The projection matrix to the subspace transverse to p
µ is defined as

P
µ⌫ = ⌘

µ⌫
�

p
µ
p
⌫

p2
. (2.25)

The projection of the medium four velocity into this subspace will be ū
µ
⌘ P

µ⌫
u⌫ = u

µ+ !
p2 p

µ.

We further define longitudinal and transverse projection matrices inside this subspace as

P
µ⌫
L ⌘

ū
µ
ū
⌫

ū2
, P

µ⌫
T ⌘ P

µ⌫
� P

µ⌫
L , (2.26)

which decomposes the subspace further into the longitudinal and transverse subspaces with re-

spect to ū
µ. In the rest frame of the medium projection matrices have the following components

P
00
L = �

k
2

p2
, P

0i
L = �

!k
i

p2
, P

ij
L = �

!
2

p2

k
i
k
j

k2
, (2.27)

P
00
T = P

0i
T = 0 , P

ij
T = �

ij
�

k
i
k
j

k2
. (2.28)

The generic form of the self-energy tensor would be as following

⇧µ⌫ = ⇡L(!, k)p
2
P

µ⌫
L + ⇡T (!, k)k

2
P

µ⌫
T . (2.29)

where we have explicitly taken out the factors k2 and p
2 for later convenience. The two functions

⇡L(!, k) and ⇡T (!, k) model the response of the medium to an external electromagnetic field

at frequency ! and momentum k.

Discuss in a footnote the case without parity.

Photon propagator We can write an expression for the photon retarded propagator in the

medium. The free photon propagator in the R⇠ gauge is given by

�µ⌫ =
1

p2

✓
P

µ⌫ +
1

↵

p
µ
p
⌫

p2

◆
, (2.30)

where ↵ depends on the gauge choice (we have used the notation of [2]) and we must use the

correct i✏ prescription for the retarded Green’s function, i.e. p
2 = �(! + i✏)2 + k

2. From

eq. (2.20), we need the inverse propagator and it is easily calculated as

(��1)µ⌫ = p
2

✓
P

µ⌫ + ↵
p
µ
p
⌫

p2

◆
. (2.31)
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where we have explicitly taken out the factors k2 and p
2 for later convenience. The two functions

⇡L(!, k) and ⇡T (!, k) model the response of the medium to an external electromagnetic field

at frequency ! and momentum k.

Discuss in a footnote the case without parity.

Photon propagator We can write an expression for the photon retarded propagator in the

medium. The free photon propagator in the R⇠ gauge is given by
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µ
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where ↵ depends on the gauge choice (we have used the notation of [2]) and we must use the

correct i✏ prescription for the retarded Green’s function, i.e. p
2 = �(! + i✏)2 + k

2. From

eq. (2.20), we need the inverse propagator and it is easily calculated as
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Conserved:

Two tensor structures:In the rest frame of the medium these projection matrices have the following components8

P00
L = �k

2

p2
, P0i

L = �!k
i

p2
, Pij

L = �!
2

p2

k
i
k
j

k2
, (2.22)

P00
T = P0i

T = 0 , Pij
T = �

ij � k
i
k
j

k2
. (2.23)

The generic form of the self-energy tensor is then9

⇧µ⌫ = �⇡L(!, k)p
2Pµ⌫

L + ⇡T (!, k)k
2Pµ⌫

T , (2.24)

where the prefactors are for later convenience. The two functions ⇡L(!, k) and ⇡T (!, k) model the response of

the medium to an external current according to Eq. (2.13) at frequency ! and momentum k.

Phenomenological definitions The discussion of the previous section shows that the e↵ect of the medium

can be described by two functions ⇡L and ⇡T which are related to the correlation function of the current as

given by Eq. (2.14). Phenomenologically the medium is usually modeled through the electric permittivity and

magnetic permeability. In this section we relate these two descriptions. See for instance [23]. The electric and

the magnetic field are defined as10

E
i = F

0i
, B

i =
1

2
"
ijk

Fjk . (2.25)

It is easy to check that the electric field has transverse and longitudinal components but the magnetic field is

only transverse. The e↵ect of the medium is modeled in terms of an induced current. This is compatible with

the e↵ective Maxwell equation obtained in Eq. (2.13) re-written as

1

g2
@⌫F

⌫µ = �(Jµ
in + J

µ
ext) , J

µ
in(x) ⌘

Z
d4y⇧µ⌫(x, y)A⌫(y) , (2.26)

where J
µ
in = (⇢in,J in) is the induced current. Since pµ⇧µ⌫ = 0, the induced current is conserved. The

conventional approach is to relate J
µ
in to the electric and magnetic fields, written in the rest frame, as follows11

g
2
⇢in ⌘ (1� ")@iE

i
, (2.27)

g
2
J
i
in,T ⌘ ("̃� 1)@tE

i
T +

✓
1� 1

µ̃

◆
"
ijk

@jBk , (2.28)

in which the index T refers to the transverse part of the vector. Notice that there is no need to have an

expression for J i
in,L since it is given by Eq. (2.27) using the current conservation. Moreover, ", "̃ and µ̃ must be

considered as (non-local) operators acting on the right-hand side; in Fourier space they will be general functions

of ! and k. We obtain the familiar Maxwell equations in the presence of matter,

"r ·E = g
2
⇢ext ,

1

µ̃
r⇥B � "̃ @tET = g

2Jext,T . (2.29)

8Another way to think about the decomposition is as follows. The condition of gauge invariance fixes ⇧00 in terms of ⇧0i, and
⇧0i in terms of the ⇧ij components. Then the spatial part of the tensor is decomposed into pieces in the direction of k (longitudinal
part) and orthogonal to it (transverse part).

9Another possible term is a projector constructed out of "µ⌫⇢� . The presence of this term signals that the medium breaks
parity, for instance because of the presence of chiral molecules (e.g. sugar), and distinguishes between right-handed and left-handed
polarizations of the photon. See [28]. Materials with this e↵ect are called optically active. In real materials this e↵ect does not
survive in the limit ! ! 0, which will be the main focus of this paper. Therefore, we do not consider such terms here. An analogous
e↵ect is cosmic birefringence with the coupling �Fµ⌫ F̃µ⌫ studied for instance in [29,30]. The main di↵erence is that in this case one
of the photon polarizations becomes unstable (which is harmless in cosmology since the instability gets regularized by the Hubble
scale).

10Alternatively, one can define four-vectors Ẽµ ⌘ �u↵F↵µ and B̃µ ⌘ �"↵��µF↵�u�/2 which in the rest frame reduce to

Eq. (2.25). However, in a boosted frame Ẽ and B̃ depend on bothE andB. One can show that Fµ⌫ = (uµẼ⌫�u⌫Ẽµ)+"µ⌫↵�B̃↵u� .
11This is the most general definition assuming invariance under parity. See footnote 9.
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The generic form of the self-energy tensor is then9
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2Pµ⌫

L + ⇡T (!, k)k
2Pµ⌫

T , (2.24)

where the prefactors are for later convenience. The two functions ⇡L(!, k) and ⇡T (!, k) model the response of

the medium to an external current according to Eq. (2.13) at frequency ! and momentum k.

Phenomenological definitions The discussion of the previous section shows that the e↵ect of the medium

can be described by two functions ⇡L and ⇡T which are related to the correlation function of the current as

given by Eq. (2.14). Phenomenologically the medium is usually modeled through the electric permittivity and

magnetic permeability. In this section we relate these two descriptions. See for instance [23]. The electric and

the magnetic field are defined as10

E
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i =
1

2
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Fjk . (2.25)

It is easy to check that the electric field has transverse and longitudinal components but the magnetic field is

only transverse. The e↵ect of the medium is modeled in terms of an induced current. This is compatible with

the e↵ective Maxwell equation obtained in Eq. (2.13) re-written as

1

g2
@⌫F

⌫µ = �(Jµ
in + J

µ
ext) , J

µ
in(x) ⌘

Z
d4y⇧µ⌫(x, y)A⌫(y) , (2.26)

where J
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in = (⇢in,J in) is the induced current. Since pµ⇧µ⌫ = 0, the induced current is conserved. The

conventional approach is to relate J
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in to the electric and magnetic fields, written in the rest frame, as follows11
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in which the index T refers to the transverse part of the vector. Notice that there is no need to have an

expression for J i
in,L since it is given by Eq. (2.27) using the current conservation. Moreover, ", "̃ and µ̃ must be

considered as (non-local) operators acting on the right-hand side; in Fourier space they will be general functions

of ! and k. We obtain the familiar Maxwell equations in the presence of matter,

"r ·E = g
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⇢ext ,
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8Another way to think about the decomposition is as follows. The condition of gauge invariance fixes ⇧00 in terms of ⇧0i, and
⇧0i in terms of the ⇧ij components. Then the spatial part of the tensor is decomposed into pieces in the direction of k (longitudinal
part) and orthogonal to it (transverse part).

9Another possible term is a projector constructed out of "µ⌫⇢� . The presence of this term signals that the medium breaks
parity, for instance because of the presence of chiral molecules (e.g. sugar), and distinguishes between right-handed and left-handed
polarizations of the photon. See [28]. Materials with this e↵ect are called optically active. In real materials this e↵ect does not
survive in the limit ! ! 0, which will be the main focus of this paper. Therefore, we do not consider such terms here. An analogous
e↵ect is cosmic birefringence with the coupling �Fµ⌫ F̃µ⌫ studied for instance in [29,30]. The main di↵erence is that in this case one
of the photon polarizations becomes unstable (which is harmless in cosmology since the instability gets regularized by the Hubble
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11This is the most general definition assuming invariance under parity. See footnote 9.
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considered as (non-local) operators acting on the right-hand side; in Fourier space they will be general functions

of ! and k. We obtain the familiar Maxwell equations in the presence of matter,

"r ·E = g
2
⇢ext ,

1

µ̃
r⇥B � "̃ @tET = g

2Jext,T . (2.29)

8Another way to think about the decomposition is as follows. The condition of gauge invariance fixes ⇧00 in terms of ⇧0i, and
⇧0i in terms of the ⇧ij components. Then the spatial part of the tensor is decomposed into pieces in the direction of k (longitudinal
part) and orthogonal to it (transverse part).

9Another possible term is a projector constructed out of "µ⌫⇢� . The presence of this term signals that the medium breaks
parity, for instance because of the presence of chiral molecules (e.g. sugar), and distinguishes between right-handed and left-handed
polarizations of the photon. See [28]. Materials with this e↵ect are called optically active. In real materials this e↵ect does not
survive in the limit ! ! 0, which will be the main focus of this paper. Therefore, we do not consider such terms here. An analogous
e↵ect is cosmic birefringence with the coupling �Fµ⌫ F̃µ⌫ studied for instance in [29,30]. The main di↵erence is that in this case one
of the photon polarizations becomes unstable (which is harmless in cosmology since the instability gets regularized by the Hubble
scale).

10Alternatively, one can define four-vectors Ẽµ ⌘ �u↵F↵µ and B̃µ ⌘ �"↵��µF↵�u�/2 which in the rest frame reduce to

Eq. (2.25). However, in a boosted frame Ẽ and B̃ depend on bothE andB. One can show that Fµ⌫ = (uµẼ⌫�u⌫Ẽµ)+"µ⌫↵�B̃↵u� .
11This is the most general definition assuming invariance under parity. See footnote 9.
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In the rest frame of the medium these projection matrices have the following components8

P00
L = �k

2
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, P0i

L = �!k
i

p2
, Pij

L = �!
2

p2

k
i
k
j

k2
, (2.22)

P00
T = P0i

T = 0 , Pij
T = �

ij � k
i
k
j

k2
. (2.23)

The generic form of the self-energy tensor is then9

⇧µ⌫ = �⇡L(!, k)p
2Pµ⌫

L + ⇡T (!, k)k
2Pµ⌫

T , (2.24)

where the prefactors are for later convenience. The two functions ⇡L(!, k) and ⇡T (!, k) model the response of

the medium to an external current according to Eq. (2.13) at frequency ! and momentum k.

Phenomenological definitions The discussion of the previous section shows that the e↵ect of the medium

can be described by two functions ⇡L and ⇡T which are related to the correlation function of the current as

given by Eq. (2.14). Phenomenologically the medium is usually modeled through the electric permittivity and

magnetic permeability. In this section we relate these two descriptions. See for instance [23]. The electric and

the magnetic field are defined as10

E
i = F

0i
, B

i =
1

2
"
ijk

Fjk . (2.25)

It is easy to check that the electric field has transverse and longitudinal components but the magnetic field is

only transverse. The e↵ect of the medium is modeled in terms of an induced current. This is compatible with

the e↵ective Maxwell equation obtained in Eq. (2.13) re-written as

1

g2
@⌫F

⌫µ = �(Jµ
in + J

µ
ext) , J

µ
in(x) ⌘

Z
d4y⇧µ⌫(x, y)A⌫(y) , (2.26)

where J
µ
in = (⇢in,J in) is the induced current. Since pµ⇧µ⌫ = 0, the induced current is conserved. The

conventional approach is to relate J
µ
in to the electric and magnetic fields, written in the rest frame, as follows11
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i
, (2.27)
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ijk

@jBk , (2.28)

in which the index T refers to the transverse part of the vector. Notice that there is no need to have an

expression for J i
in,L since it is given by Eq. (2.27) using the current conservation. Moreover, ", "̃ and µ̃ must be

considered as (non-local) operators acting on the right-hand side; in Fourier space they will be general functions

of ! and k. We obtain the familiar Maxwell equations in the presence of matter,

"r ·E = g
2
⇢ext ,

1

µ̃
r⇥B � "̃ @tET = g

2Jext,T . (2.29)

8Another way to think about the decomposition is as follows. The condition of gauge invariance fixes ⇧00 in terms of ⇧0i, and
⇧0i in terms of the ⇧ij components. Then the spatial part of the tensor is decomposed into pieces in the direction of k (longitudinal
part) and orthogonal to it (transverse part).

9Another possible term is a projector constructed out of "µ⌫⇢� . The presence of this term signals that the medium breaks
parity, for instance because of the presence of chiral molecules (e.g. sugar), and distinguishes between right-handed and left-handed
polarizations of the photon. See [28]. Materials with this e↵ect are called optically active. In real materials this e↵ect does not
survive in the limit ! ! 0, which will be the main focus of this paper. Therefore, we do not consider such terms here. An analogous
e↵ect is cosmic birefringence with the coupling �Fµ⌫ F̃µ⌫ studied for instance in [29,30]. The main di↵erence is that in this case one
of the photon polarizations becomes unstable (which is harmless in cosmology since the instability gets regularized by the Hubble
scale).

10Alternatively, one can define four-vectors Ẽµ ⌘ �u↵F↵µ and B̃µ ⌘ �"↵��µF↵�u�/2 which in the rest frame reduce to

Eq. (2.25). However, in a boosted frame Ẽ and B̃ depend on bothE andB. One can show that Fµ⌫ = (uµẼ⌫�u⌫Ẽµ)+"µ⌫↵�B̃↵u� .
11This is the most general definition assuming invariance under parity. See footnote 9.
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Macroscopic
Maxwell equations
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pµ = (!,k)



Pµn and e, µ

the J
µ
in to the electric and magnetic fields, written in covariant form, as following

g
2
uµJ

µ
in,L ⌘ ("� 1)@µE

µ
, (2.38)

g
2
J
µ
in,T ⌘ ("̃� 1)u↵@↵E

µ
T +

✓
1�

1

µ̃

◆
✏
µ↵��

@↵B�u� . (2.39)

Here is a couple of points about the above definitions. First of all, ", "̃ and µ̃ must be considered

as (non-local) operators acting on the right hand side which in Fourier space will be functions of

! and k. Maxwell equations do not have components along p
µ and therefore can be decomposed

into longitudinal and transverse parts only. The longitudinal part, using the definition eq. (2.38),

gives

�"@µE
µ = g

2
u↵J

↵
ext , (2.40)

which is the covariant form of the divergence equation in matter "~r. ~E = g
2
⇢ext in the rest

frame. It is customary to define an electric displacement vector D
µ. The longitudinal part

of the electric displacement vector is related to the electric field as D
µ
L = "E

µ
L. Similarly, by

looking at the transverse part of the Maxwell equation, using eq. (2.39), we get

�"̃u
↵
@↵E

µ
T +

1

µ̃
✏
µ↵��

@↵B�u� = g
2
J
µ
ext,T , (2.41)

which is the covariant version of the curl equation 1
µ̃
~r ⇥ ~B � "̃@t

~E = ~Jext in the rest frame.

Then It is conventional to define the transverse part of the electric displacement as Dµ
T = "̃E

µ
T

and also define magnetic intensity H
µ = 1

µ̃B
µ.3 However, notice that these definitions are

ambiguous since eq. (2.39) does not fix the value of the coe�cients completely. In fact, one can

transform the fields as ~D ! ~D + ~r ⇥ ~N and ~H ! ~H + @t
~N without changing the equations.

Therefore, one has to pick some convention here. There are two mostly used conventions:

• To set µ̃ = 1 and only keep "̃ which in this context is usually called "T . In this case, all

the induced current is assumed to come from the electric field. The two quantities " and

"T are sometimes packed into a tensor called dielectric tensor. Here there is no need to

define H
µ and D

µ is related to E
µ through the dielectric tensor.

• To set "̃ = " which means that Dµ = "E
µ. In this context we simply write µ̃ as µ.

Notice that the two conventions are completely equivalent. In the following we mainly work

with the second one. By using the definition in eq. (2.37), after a bit of algebra, one can relate

the above quantities to ⇡L and ⇡T as following

"� 1 = �g
2
⇡L , 1�

1

µ
= g

2

✓
⇡T +

!
2

k2
⇡L

◆
. (2.42)

By using the above relations we can re-write the photon dispersion relations as "!2
� k

2
/µ = 0

and "(!2
� k

2) = 0.

Linear response It is useful to discuss a related but slightly di↵erent situation. Let’s assume

that we put the system in some given external electromagnetic field. This in principle induce

3Sometimes the quantity H is called, rather confusingly, the magnetic field while B is called magnetic induc-
tion. We avoid such terminology here.
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Textbook e and µ now function of w, k (I should write convolutions)

Ambiguity due to hom. Maxwell eq. 

It is important to note that the definition Eq. (2.28) is ambiguous. In fact one can show, using the source-

independent Maxwell equations, that the transformation "̃ ! "̃ + �f and 1/µ̃ ! 1/µ̃ + �f@
2
t /r2 for any �f

leaves the equation invariant.12 Therefore one has to pick a convention. The two most widely used ones are:

• Set µ̃ = 1 and only keep "̃ which in this context is usually called "T . In this case, the entire induced

current is written in terms of the electric field. The two quantities " and "T are sometimes packed into a

tensor called the dielectric tensor.

• Set "̃ = ". In this context we simply write µ̃ as µ.

In the following we will mainly work with the second convention. Using the definition in Eq. (2.26), after a bit

of algebra, one can relate the above quantities to ⇡L and ⇡T as follows13:

"� 1 = g
2
⇡L , 1� 1

µ
= g

2

✓
⇡T � !

2

k2
⇡L

◆
. (2.30)

For later usage, we note that g
2
k
2
⇡T = p

2 + !
2
" � k

2
/µ. By using the above relations we can re-write the

e↵ective action defined in Eq. (2.7) with matter part given in Eq. (2.11). After a bit of algebra, using the r/a

representation defined below Eq. (2.16), we obtain

�[Ar, Aa] =
1

g2

Z
d4p

(2⇡)4


"(!, k)Ea(�p) ·Er(p)�

1

µ(!, k)
Ba(�p) ·Br(p) + . . .

�
, (2.31)

in which we used the definition of electric and magnetic field given in Eq. (2.25) for both Aa and Ar accordingly.

We have also resorted to Fourier space for simplicity. The dots in Eq. (2.31) stand for a bunch of terms. First,

terms of the form ⇠ AaAa which capture fluctuations (see footnote 6). Second, we should add a coupling to the

external current which we have suppressed here. Finally, there are also higher-order terms, e.g. / A
3, which we

neglect. We emphasize that we define " and µ as the coe�cients appearing in the e↵ective action that are in

principle well-defined at all energies. It may happen that in some situations " and µ are not the best variables

to work with. For instance, in a conductor it is more convenient to define a conductivity tensor. In those cases,

one can easily translate the discussion of this paper in terms of the more appropriate variables.

Photon propagator We can write an expression for the retarded photon propagator in the medium. The

free photon propagator, taking into account the gauge fixing term, is given by

�µ⌫ =
1

p2

✓
Pµ⌫ +

1

↵

p
µ
p
⌫

p2

◆
, (2.32)

where ↵ depends on the gauge choice and we must use the correct i✏ prescription for the retarded Green’s

function, i.e. p2 = �(! + i✏)2 + k
2. From Eq. (2.15) we obtain the photon retarded Green’s function in the

medium14

1

g2
G

µ⌫
� =

Pµ⌫
T

p2 � g2k2⇡T
+

Pµ⌫
L

p2(1 + g2⇡L)
+

1

↵

p
µ
p
⌫
/p

2

p2
. (2.33)

Since the electromagnetic field is always coupled to a conserved current the last term in Eq. (2.33) drops out and

therefore the physical part of the propagator is independent of ↵. Dispersion relations for propagating degrees

of freedom correspond to poles of the propagator or equivalently, zeros of (Gµ⌫
� )�1. Calculating the inverse we

12The change in the equation will be �f@t(@tr⇥B/r2 �ET ) which vanishes using r⇥E + @tB = 0.
13In the first convention, the transverse part of the dielectric tensor "T can be obtained from Eq. (2.30) by using the transformation

rule discussed above. More precisely by choosing �f = k2/!2(1� µ�1) we force µ̃ = 1 and get "T = 1 + g2k2⇡T /!2.
14The inverse of a tensor aPµ⌫

T + bPµ⌫
L + cpµp⌫/p2 is Pµ⌫

T /a+ Pµ⌫
L /b+ pµp⌫/cp2 because di↵erent projectors are orthogonal to

each other.
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Two useful choices:

• No magnetic response           . Transverse/longitudinal electric permittivity. 

• Single electric permittivity            and magnetic permeability µ

It is important to note that the definition Eq. (2.28) is ambiguous. In fact one can show, using the source-

independent Maxwell equations, that the transformation "̃ ! "̃ + �f and 1/µ̃ ! 1/µ̃ + �f@
2
t /r2 for any �f

leaves the equation invariant.12 Therefore one has to pick a convention. The two most widely used ones are:

• Set µ̃ = 1 and only keep "̃ which in this context is usually called "T . In this case, the entire induced

current is written in terms of the electric field. The two quantities " and "T are sometimes packed into a

tensor called the dielectric tensor.

• Set "̃ = ". In this context we simply write µ̃ as µ.

In the following we will mainly work with the second convention. Using the definition in Eq. (2.26), after a bit

of algebra, one can relate the above quantities to ⇡L and ⇡T as follows13:

"� 1 = g
2
⇡L , 1� 1

µ
= g

2

✓
⇡T � !

2

k2
⇡L

◆
. (2.30)

For later usage, we note that g
2
k
2
⇡T = p

2 + !
2
" � k

2
/µ. By using the above relations we can re-write the

e↵ective action defined in Eq. (2.7) with matter part given in Eq. (2.11). After a bit of algebra, using the r/a

representation defined below Eq. (2.16), we obtain

�[Ar, Aa] =
1

g2

Z
d4p

(2⇡)4


"(!, k)Ea(�p) ·Er(p)�

1

µ(!, k)
Ba(�p) ·Br(p) + . . .

�
, (2.31)

in which we used the definition of electric and magnetic field given in Eq. (2.25) for both Aa and Ar accordingly.

We have also resorted to Fourier space for simplicity. The dots in Eq. (2.31) stand for a bunch of terms. First,

terms of the form ⇠ AaAa which capture fluctuations (see footnote 6). Second, we should add a coupling to the

external current which we have suppressed here. Finally, there are also higher-order terms, e.g. / A
3, which we

neglect. We emphasize that we define " and µ as the coe�cients appearing in the e↵ective action that are in

principle well-defined at all energies. It may happen that in some situations " and µ are not the best variables

to work with. For instance, in a conductor it is more convenient to define a conductivity tensor. In those cases,

one can easily translate the discussion of this paper in terms of the more appropriate variables.

Photon propagator We can write an expression for the retarded photon propagator in the medium. The

free photon propagator, taking into account the gauge fixing term, is given by

�µ⌫ =
1

p2

✓
Pµ⌫ +

1

↵

p
µ
p
⌫

p2

◆
, (2.32)

where ↵ depends on the gauge choice and we must use the correct i✏ prescription for the retarded Green’s

function, i.e. p2 = �(! + i✏)2 + k
2. From Eq. (2.15) we obtain the photon retarded Green’s function in the

medium14

1

g2
G

µ⌫
� =

Pµ⌫
T

p2 � g2k2⇡T
+

Pµ⌫
L

p2(1 + g2⇡L)
+

1

↵

p
µ
p
⌫
/p

2

p2
. (2.33)

Since the electromagnetic field is always coupled to a conserved current the last term in Eq. (2.33) drops out and

therefore the physical part of the propagator is independent of ↵. Dispersion relations for propagating degrees

of freedom correspond to poles of the propagator or equivalently, zeros of (Gµ⌫
� )�1. Calculating the inverse we

12The change in the equation will be �f@t(@tr⇥B/r2 �ET ) which vanishes using r⇥E + @tB = 0.
13In the first convention, the transverse part of the dielectric tensor "T can be obtained from Eq. (2.30) by using the transformation

rule discussed above. More precisely by choosing �f = k2/!2(1� µ�1) we force µ̃ = 1 and get "T = 1 + g2k2⇡T /!2.
14The inverse of a tensor aPµ⌫

T + bPµ⌫
L + cpµp⌫/p2 is Pµ⌫

T /a+ Pµ⌫
L /b+ pµp⌫/cp2 because di↵erent projectors are orthogonal to

each other.
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It is important to note that the definition Eq. (2.28) is ambiguous. In fact one can show, using the source-

independent Maxwell equations, that the transformation "̃ ! "̃ + �f and 1/µ̃ ! 1/µ̃ + �f@
2
t /r2 for any �f

leaves the equation invariant.12 Therefore one has to pick a convention. The two most widely used ones are:

• Set µ̃ = 1 and only keep "̃ which in this context is usually called "T . In this case, the entire induced

current is written in terms of the electric field. The two quantities " and "T are sometimes packed into a

tensor called the dielectric tensor.

• Set "̃ = ". In this context we simply write µ̃ as µ.

In the following we will mainly work with the second convention. Using the definition in Eq. (2.26), after a bit

of algebra, one can relate the above quantities to ⇡L and ⇡T as follows13:

"� 1 = g
2
⇡L , 1� 1

µ
= g

2

✓
⇡T � !

2

k2
⇡L

◆
. (2.30)

For later usage, we note that g
2
k
2
⇡T = p

2 + !
2
" � k

2
/µ. By using the above relations we can re-write the

e↵ective action defined in Eq. (2.7) with matter part given in Eq. (2.11). After a bit of algebra, using the r/a

representation defined below Eq. (2.16), we obtain

�[Ar, Aa] =
1

g2

Z
d4p

(2⇡)4


"(!, k)Ea(�p) ·Er(p)�

1

µ(!, k)
Ba(�p) ·Br(p) + . . .

�
, (2.31)

in which we used the definition of electric and magnetic field given in Eq. (2.25) for both Aa and Ar accordingly.

We have also resorted to Fourier space for simplicity. The dots in Eq. (2.31) stand for a bunch of terms. First,

terms of the form ⇠ AaAa which capture fluctuations (see footnote 6). Second, we should add a coupling to the

external current which we have suppressed here. Finally, there are also higher-order terms, e.g. / A
3, which we

neglect. We emphasize that we define " and µ as the coe�cients appearing in the e↵ective action that are in

principle well-defined at all energies. It may happen that in some situations " and µ are not the best variables

to work with. For instance, in a conductor it is more convenient to define a conductivity tensor. In those cases,

one can easily translate the discussion of this paper in terms of the more appropriate variables.

Photon propagator We can write an expression for the retarded photon propagator in the medium. The

free photon propagator, taking into account the gauge fixing term, is given by

�µ⌫ =
1

p2

✓
Pµ⌫ +

1

↵

p
µ
p
⌫

p2

◆
, (2.32)

where ↵ depends on the gauge choice and we must use the correct i✏ prescription for the retarded Green’s

function, i.e. p2 = �(! + i✏)2 + k
2. From Eq. (2.15) we obtain the photon retarded Green’s function in the

medium14

1

g2
G

µ⌫
� =

Pµ⌫
T

p2 � g2k2⇡T
+

Pµ⌫
L

p2(1 + g2⇡L)
+

1

↵

p
µ
p
⌫
/p

2

p2
. (2.33)

Since the electromagnetic field is always coupled to a conserved current the last term in Eq. (2.33) drops out and

therefore the physical part of the propagator is independent of ↵. Dispersion relations for propagating degrees

of freedom correspond to poles of the propagator or equivalently, zeros of (Gµ⌫
� )�1. Calculating the inverse we

12The change in the equation will be �f@t(@tr⇥B/r2 �ET ) which vanishes using r⇥E + @tB = 0.
13In the first convention, the transverse part of the dielectric tensor "T can be obtained from Eq. (2.30) by using the transformation

rule discussed above. More precisely by choosing �f = k2/!2(1� µ�1) we force µ̃ = 1 and get "T = 1 + g2k2⇡T /!2.
14The inverse of a tensor aPµ⌫

T + bPµ⌫
L + cpµp⌫/p2 is Pµ⌫

T /a+ Pµ⌫
L /b+ pµp⌫/cp2 because di↵erent projectors are orthogonal to

each other.
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(Let me not introduce H, D…)
(We assumed parity invariance, otherwise one would have optical activity: sugar!)
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"r ·E = g2⇢ext ,
1

µ
r⇥B � " @tE = g2Jext .

Pµn and e, µ

the J
µ
in to the electric and magnetic fields, written in covariant form, as following
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µ
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µ
, (2.38)
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✓
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1

µ̃

◆
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µ↵��

@↵B�u� . (2.39)

Here is a couple of points about the above definitions. First of all, ", "̃ and µ̃ must be considered

as (non-local) operators acting on the right hand side which in Fourier space will be functions of

! and k. Maxwell equations do not have components along p
µ and therefore can be decomposed

into longitudinal and transverse parts only. The longitudinal part, using the definition eq. (2.38),

gives

�"@µE
µ = g

2
u↵J

↵
ext , (2.40)

which is the covariant form of the divergence equation in matter "~r. ~E = g
2
⇢ext in the rest

frame. It is customary to define an electric displacement vector D
µ. The longitudinal part

of the electric displacement vector is related to the electric field as D
µ
L = "E

µ
L. Similarly, by

looking at the transverse part of the Maxwell equation, using eq. (2.39), we get

�"̃u
↵
@↵E

µ
T +

1

µ̃
✏
µ↵��

@↵B�u� = g
2
J
µ
ext,T , (2.41)

which is the covariant version of the curl equation 1
µ̃
~r ⇥ ~B � "̃@t

~E = ~Jext in the rest frame.

Then It is conventional to define the transverse part of the electric displacement as Dµ
T = "̃E

µ
T

and also define magnetic intensity H
µ = 1

µ̃B
µ.3 However, notice that these definitions are

ambiguous since eq. (2.39) does not fix the value of the coe�cients completely. In fact, one can

transform the fields as ~D ! ~D + ~r ⇥ ~N and ~H ! ~H + @t
~N without changing the equations.

Therefore, one has to pick some convention here. There are two mostly used conventions:

• To set µ̃ = 1 and only keep "̃ which in this context is usually called "T . In this case, all

the induced current is assumed to come from the electric field. The two quantities " and

"T are sometimes packed into a tensor called dielectric tensor. Here there is no need to

define H
µ and D

µ is related to E
µ through the dielectric tensor.

• To set "̃ = " which means that Dµ = "E
µ. In this context we simply write µ̃ as µ.

Notice that the two conventions are completely equivalent. In the following we mainly work

with the second one. By using the definition in eq. (2.37), after a bit of algebra, one can relate

the above quantities to ⇡L and ⇡T as following

"� 1 = �g
2
⇡L , 1�

1

µ
= g

2

✓
⇡T +

!
2

k2
⇡L

◆
. (2.42)

By using the above relations we can re-write the photon dispersion relations as "!2
� k

2
/µ = 0

and "(!2
� k

2) = 0.

Linear response It is useful to discuss a related but slightly di↵erent situation. Let’s assume

that we put the system in some given external electromagnetic field. This in principle induce

3Sometimes the quantity H is called, rather confusingly, the magnetic field while B is called magnetic induc-
tion. We avoid such terminology here.
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Ambiguity due to hom. Maxwell eq. 

It is important to note that the definition Eq. (2.28) is ambiguous. In fact one can show, using the source-

independent Maxwell equations, that the transformation "̃ ! "̃ + �f and 1/µ̃ ! 1/µ̃ + �f@
2
t /r2 for any �f

leaves the equation invariant.12 Therefore one has to pick a convention. The two most widely used ones are:

• Set µ̃ = 1 and only keep "̃ which in this context is usually called "T . In this case, the entire induced

current is written in terms of the electric field. The two quantities " and "T are sometimes packed into a

tensor called the dielectric tensor.

• Set "̃ = ". In this context we simply write µ̃ as µ.

In the following we will mainly work with the second convention. Using the definition in Eq. (2.26), after a bit

of algebra, one can relate the above quantities to ⇡L and ⇡T as follows13:

"� 1 = g
2
⇡L , 1� 1

µ
= g

2

✓
⇡T � !

2

k2
⇡L

◆
. (2.30)

For later usage, we note that g
2
k
2
⇡T = p

2 + !
2
" � k

2
/µ. By using the above relations we can re-write the

e↵ective action defined in Eq. (2.7) with matter part given in Eq. (2.11). After a bit of algebra, using the r/a

representation defined below Eq. (2.16), we obtain

�[Ar, Aa] =
1

g2

Z
d4p

(2⇡)4


"(!, k)Ea(�p) ·Er(p)�

1

µ(!, k)
Ba(�p) ·Br(p) + . . .

�
, (2.31)

in which we used the definition of electric and magnetic field given in Eq. (2.25) for both Aa and Ar accordingly.

We have also resorted to Fourier space for simplicity. The dots in Eq. (2.31) stand for a bunch of terms. First,

terms of the form ⇠ AaAa which capture fluctuations (see footnote 6). Second, we should add a coupling to the

external current which we have suppressed here. Finally, there are also higher-order terms, e.g. / A
3, which we

neglect. We emphasize that we define " and µ as the coe�cients appearing in the e↵ective action that are in

principle well-defined at all energies. It may happen that in some situations " and µ are not the best variables

to work with. For instance, in a conductor it is more convenient to define a conductivity tensor. In those cases,

one can easily translate the discussion of this paper in terms of the more appropriate variables.

Photon propagator We can write an expression for the retarded photon propagator in the medium. The

free photon propagator, taking into account the gauge fixing term, is given by

�µ⌫ =
1

p2

✓
Pµ⌫ +

1

↵

p
µ
p
⌫

p2

◆
, (2.32)

where ↵ depends on the gauge choice and we must use the correct i✏ prescription for the retarded Green’s

function, i.e. p2 = �(! + i✏)2 + k
2. From Eq. (2.15) we obtain the photon retarded Green’s function in the

medium14

1

g2
G

µ⌫
� =

Pµ⌫
T

p2 � g2k2⇡T
+

Pµ⌫
L

p2(1 + g2⇡L)
+

1

↵

p
µ
p
⌫
/p

2

p2
. (2.33)

Since the electromagnetic field is always coupled to a conserved current the last term in Eq. (2.33) drops out and

therefore the physical part of the propagator is independent of ↵. Dispersion relations for propagating degrees

of freedom correspond to poles of the propagator or equivalently, zeros of (Gµ⌫
� )�1. Calculating the inverse we

12The change in the equation will be �f@t(@tr⇥B/r2 �ET ) which vanishes using r⇥E + @tB = 0.
13In the first convention, the transverse part of the dielectric tensor "T can be obtained from Eq. (2.30) by using the transformation

rule discussed above. More precisely by choosing �f = k2/!2(1� µ�1) we force µ̃ = 1 and get "T = 1 + g2k2⇡T /!2.
14The inverse of a tensor aPµ⌫

T + bPµ⌫
L + cpµp⌫/p2 is Pµ⌫

T /a+ Pµ⌫
L /b+ pµp⌫/cp2 because di↵erent projectors are orthogonal to

each other.
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Since the electromagnetic field is always coupled to a conserved current the last term in Eq. (2.33) drops out and
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"r ·E = g2⇢ext ,
1

µ
r⇥B � " @tE = g2Jext .



Linear response

obtain the following dispersion relations15

"(!, k)!2 � 1

µ(!, k)
k
2 = 0 , "(!, k) = 0 , (2.34)

corresponding to the transverse and longitudinal parts respectively. In the weak coupling limit the latter

corresponds to a collective behavior of the charged particles known as plasma oscillations [31].

Linear response It is useful to discuss a related but slightly di↵erent situation. Let us assume that we put

the system in a given external electromagnetic field. This induces a current in the system. The question is

how this current is related to the applied field at linear order. More formally, we are looking at the action

S� [a] + SM

⇥
a + Aext; 

⇤
for the applied electromagnetic field A

µ
ext (we drop the kinetic term for Aµ

ext since its

dynamics is controlled by the experimentalist) and we are after the response of the system. As discussed in

App. B we have

J
µ
in(x) =

Z
d4y Gµ⌫

J (x, y)Aext,⌫(y) , (2.35)

with the response function

G
µ⌫
J (x, y) = i✓(x0 � y

0) h[Jµ(x), J⌫(y)]i+ hNµ⌫i �(x� y) , (2.36)

in which J
µ is the current operator and N

µ⌫ captures the dependence of the current on the electromagnetic field

as defined in Eq. (2.6). The response function G
µ⌫
J looks similar to the self-energy ⇧µ⌫ as given in Eq. (2.14)

with the crucial di↵erence that the latter includes only 1PI terms. In fact comparison between Eq. (2.35) and

Eq. (2.26) reveals that G
µ⌫
J relates the induced current to the applied field, while ⇧µ⌫ relates it to the total

field. A relation between the two is easily obtained by noting that the total field is given by the external field

plus the field produced by the induced current,

A
µ(x) = A

µ
ext(x) + g

2

Z
d4y�µ⌫(x� y)Jin,⌫(y) . (2.37)

Combination of Eq. (2.35), Eq. (2.37) and Eq. (2.26) shows that16

(⇧�1)µ⌫ = (G�1
J )µ⌫ + g

2�µ⌫
, (2.38)

where the ↵-dependent part of the photon propagator is dropped because it cancels from Eq. (2.37) due to

current conservation. In terms of the transverse and longitudinal parts we have

G
µ⌫
J =

p
2
k
2
⇡T

p2 � g2k2⇡T
Pµ⌫
T � p

2
⇡L

1 + g2⇡L
Pµ⌫
L . (2.39)

In fact, as indicated in Fig. 2, this relation is the familiar resummation of the bubble diagrams.

3 Positivity and dissipation

Applying an external electromagnetic field to the system changes its energy. We have derived the general

expression for the change in the energy of the system as a consequence of an applied background field in

15Notice that, naively, the longitudinal dispersion relation must read p2" = 0. However, p2 cancels out by the same factor in the
longitudinal projector as given in Eq. (2.22).

16This relation can also be derived more rigorously using the fact that ⇧ ⇠ �2�M
�A2 and actually going through the Legendre

transform from the generating function W (in the notation of App. A) and expanding the currents.
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In fact, as indicated in Fig. 2, this relation is the familiar resummation of the bubble diagrams.

3 Positivity and dissipation

Applying an external electromagnetic field to the system changes its energy. We have derived the general

expression for the change in the energy of the system as a consequence of an applied background field in

15Notice that, naively, the longitudinal dispersion relation must read p2" = 0. However, p2 cancels out by the same factor in the
longitudinal projector as given in Eq. (2.22).

16This relation can also be derived more rigorously using the fact that ⇧ ⇠ �2�M
�A2 and actually going through the Legendre

transform from the generating function W (in the notation of App. A) and expanding the currents.
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Eq. (B.7). For the background field A
µ
ext, this gives

17

�H =

Z
d4p

(2⇡)4
!Aext,µ(�p) ImG

µ⌫
J (p)Aext,⌫(p) , (3.1)

where Gµ⌫
J is the response function given in Eq. (2.36). Here we are assuming that the system is invariant under

spacetime inversion, i.e. parity and time reversal, and therefore the expression appearing in the integrand of

Eq. (B.7), known as the dissipative part of the response function, is equal to its imaginary part.18 Generally

�H could be both positive or negative. However, we restrict ourselves to situations in which the system only

absorbs energy from the source and therefore �H � 0. A system with this property is known as passive. This

implies that ! ImG
µ⌫
J (p) is a positive-(semi)definite matrix. Notice that by reality of the response function, we

conclude that Gµ⌫
J (p)⇤ = G

µ⌫
J (�p) and therefore ImG

µ⌫
J (p) is odd in !.

It is instructive to have a microscopic understanding of this result. First of all notice that the contact term

in Eq. (2.36) does not contribute to the imaginary part. Moreover, we have
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(3.2)

In the second line we have used the fact that the response function is symmetric under µ $ ⌫ (see Eq. (B.8))

and the contact term does not contribute. To obtain the last line we have used translation symmetry and

✓(t)+ ✓(�t) = 1. In other words, the imaginary part of the linear response function in Fourier space is given by

the Fourier transform of the commutator of the operators without the theta function. By inserting a resolution

of the identity we obtain
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(3.3)

In the second line we have used the definition of the trace and the spacetime translation operator J
µ(x) =

e
�iP ·x

J
µ(0)eiP ·x. In the third line we have introduced a resolution of the identity between the two currents

17Equivalently we obtain the same result for ImGµ⌫
� using Jµ

ext as the external source and Gµ⌫
� as the linear response.

18As discussed below Eq. (B.8), this requires some knowledge about the phase factor under spacetime inversion of the operator
Jµ = �SM/�Aµ. Since Aµ describes a spin-one particle which is its own anti-particle, all phases associated to spacetime inversion
must be real, i.e. ±1 (see [32]). For the photon it is +1.
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µ(0)eiP ·x. In the third line we have introduced a resolution of the identity between the two currents
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� as the linear response.

18As discussed below Eq. (B.8), this requires some knowledge about the phase factor under spacetime inversion of the operator
Jµ = �SM/�Aµ. Since Aµ describes a spin-one particle which is its own anti-particle, all phases associated to spacetime inversion
must be real, i.e. ±1 (see [32]). For the photon it is +1.
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must be real, i.e. ±1 (see [32]). For the photon it is +1.

11

+ + + · · · =
1�

Figure 2: The retarded Green’s function of the current Gµ⌫
J is given by the resummation of the self-energy tensor ⇧µ⌫

with the free photon propagator �µ⌫ . External propagators (with lower opacity) are for shown for clarity and are not
included in the expression. The blob corresponds to ⇧µ⌫ (including the contact term).

Eq. (B.7). For the background field A
µ
ext, this gives

17

�H =

Z
d4p

(2⇡)4
!Aext,µ(�p) ImG

µ⌫
J (p)Aext,⌫(p) , (3.1)

where Gµ⌫
J is the response function given in Eq. (2.36). Here we are assuming that the system is invariant under

spacetime inversion, i.e. parity and time reversal, and therefore the expression appearing in the integrand of

Eq. (B.7), known as the dissipative part of the response function, is equal to its imaginary part.18 Generally

�H could be both positive or negative. However, we restrict ourselves to situations in which the system only

absorbs energy from the source and therefore �H � 0. A system with this property is known as passive. This

implies that ! ImG
µ⌫
J (p) is a positive-(semi)definite matrix. Notice that by reality of the response function, we

conclude that Gµ⌫
J (p)⇤ = G

µ⌫
J (�p) and therefore ImG

µ⌫
J (p) is odd in !.

It is instructive to have a microscopic understanding of this result. First of all notice that the contact term

in Eq. (2.36) does not contribute to the imaginary part. Moreover, we have

ImG
µ⌫
J (p) =

1

2i

Z
d4x e�ip·x

✓
G

µ⌫
J (x)�G

µ⌫
J (�x)

◆

=
1

2

Z
d4x e�ip·x

✓
✓(t) h[Jµ(x), J⌫(0)]i � ✓(�t) h[J⌫(�x), Jµ(0)]i

◆

=
1

2

Z
d4x e�ip·x h[Jµ(x), J⌫(0)]i .

(3.2)

In the second line we have used the fact that the response function is symmetric under µ $ ⌫ (see Eq. (B.8))

and the contact term does not contribute. To obtain the last line we have used translation symmetry and

✓(t)+ ✓(�t) = 1. In other words, the imaginary part of the linear response function in Fourier space is given by

the Fourier transform of the commutator of the operators without the theta function. By inserting a resolution

of the identity we obtain

2 ImG
µ⌫
J (p) =

Z
d4x e�ip·x Tr

�
⇢
�
J
µ(x)J⌫(0)� J

⌫(0)Jµ(x)
��

=
X

n

Z
d4x e�ip·x hn| ⇢

�
e
�iP ·x

J
µ(0)eiP ·x

J
⌫(0)� J

⌫(0)e�iP ·x
J
µ(0)eiP ·x� |ni

=
X

n,m

cn

✓Z
d4x e�i(p+pn�pm)·x hn| Jµ(0) |mi hm| J⌫(0) |ni � (µ $ ⌫, pn $ pm)

◆

=
X

n,m

(2⇡)4�(p+ pn � pm) hn| Jµ(0) |mi hm| J⌫(0) |ni (cn � cm) .

(3.3)

In the second line we have used the definition of the trace and the spacetime translation operator J
µ(x) =

e
�iP ·x

J
µ(0)eiP ·x. In the third line we have introduced a resolution of the identity between the two currents

17Equivalently we obtain the same result for ImGµ⌫
� using Jµ

ext as the external source and Gµ⌫
� as the linear response.

18As discussed below Eq. (B.8), this requires some knowledge about the phase factor under spacetime inversion of the operator
Jµ = �SM/�Aµ. Since Aµ describes a spin-one particle which is its own anti-particle, all phases associated to spacetime inversion
must be real, i.e. ±1 (see [32]). For the photon it is +1.
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implies that ! ImG
µ⌫
J (p) is a positive-(semi)definite matrix. Notice that by reality of the response function, we
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J (p)⇤ = G

µ⌫
J (�p) and therefore ImG

µ⌫
J (p) is odd in !.

It is instructive to have a microscopic understanding of this result. First of all notice that the contact term

in Eq. (2.36) does not contribute to the imaginary part. Moreover, we have

ImG
µ⌫
J (p) =

1

2i

Z
d4x e�ip·x

✓
G

µ⌫
J (x)�G

µ⌫
J (�x)

◆

=
1

2

Z
d4x e�ip·x

✓
✓(t) h[Jµ(x), J⌫(0)]i � ✓(�t) h[J⌫(�x), Jµ(0)]i

◆

=
1

2

Z
d4x e�ip·x h[Jµ(x), J⌫(0)]i .

(3.2)

In the second line we have used the fact that the response function is symmetric under µ $ ⌫ (see Eq. (B.8))

and the contact term does not contribute. To obtain the last line we have used translation symmetry and

✓(t)+ ✓(�t) = 1. In other words, the imaginary part of the linear response function in Fourier space is given by

the Fourier transform of the commutator of the operators without the theta function. By inserting a resolution

of the identity we obtain

2 ImG
µ⌫
J (p) =

Z
d4x e�ip·x Tr

�
⇢
�
J
µ(x)J⌫(0)� J

⌫(0)Jµ(x)
��

=
X

n

Z
d4x e�ip·x hn| ⇢

�
e
�iP ·x

J
µ(0)eiP ·x

J
⌫(0)� J

⌫(0)e�iP ·x
J
µ(0)eiP ·x� |ni

=
X

n,m

cn

✓Z
d4x e�i(p+pn�pm)·x hn| Jµ(0) |mi hm| J⌫(0) |ni � (µ $ ⌫, pn $ pm)

◆

=
X

n,m

(2⇡)4�(p+ pn � pm) hn| Jµ(0) |mi hm| J⌫(0) |ni (cn � cm) .

(3.3)

In the second line we have used the definition of the trace and the spacetime translation operator J
µ(x) =

e
�iP ·x

J
µ(0)eiP ·x. In the third line we have introduced a resolution of the identity between the two currents

17Equivalently we obtain the same result for ImGµ⌫
� using Jµ

ext as the external source and Gµ⌫
� as the linear response.

18As discussed below Eq. (B.8), this requires some knowledge about the phase factor under spacetime inversion of the operator
Jµ = �SM/�Aµ. Since Aµ describes a spin-one particle which is its own anti-particle, all phases associated to spacetime inversion
must be real, i.e. ±1 (see [32]). For the photon it is +1.
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and used ⇢ |ni = cn |ni. For the last line we have integrated over x and changed m $ n in the second term.

We construct a symmetric object by contracting with a set of real vectors V µ(p) and obtain

Vµ(p)V⌫(p) ImG
µ⌫
J (p) =

1

2

X

n,m

(2⇡)4�(p+ pn � pm) | hn| Jµ(0) |miVµ(p)|2(cn � cm) . (3.4)

We can see that for a generic choice of the cn coe�cients ImG
µ⌫
J (p) does not have a definite sign. However, if

we assume that the cn are monotonically decreasing functions of the energies En then we can argue that the

above quantity has a definite sign as follows. For ! > 0 the argument of the delta function allows only for

terms with En < Em. Therefore the right-hand side is positive (similarly negative for ! < 0). This condition

holds for most interesting cases such as finite temperature19 with cn = e
��En .20 We should note that unlike

the positivity condition in the Lorentz-invariant case, which is a consequence of positive norms in the Hilbert

space, here it requires certain conditions on the many-body state as well.
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is the 1PI part of Gµ⌫
J . Here we will argue that Im⇧µ⌫ has the same positivity property. First, we take V
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be transverse with respect to u
µ, i.e. Pµ⌫

T V⌫ = V
µ. Therefore, from Eq. (2.39) we have

Vµ(p)V⌫(p) ImG
µ⌫
J (p) = V 2 p

4
k
2 Im⇡T

|p2 � g2k2⇡T |2
, (3.5)

where without loss of generality we have taken V
µ = (0,V ). The positivity condition then implies that

Im⇡T > 0 for ! > 0 (and negative for ! < 0). If instead we take V
µ = ū

µ, i.e. along the longitudinal direction,

we obtain

Vµ(p)V⌫(p) ImG
µ⌫
J (p) =

k
2 Im⇡L

|1 + g2⇡L|2
, (3.6)

where we have used ū
2 = �k

2
/p

2. Therefore we conclude that Im⇡L > 0 for ! > 0 (and negative for ! < 0).

We emphasize that the same result could be obtained working with G
µ⌫
� .

While the imaginary parts of ⇡L and ⇡T are sign-definite, the imaginary part of the magnetic permeability

µ is not.21 This can easily be seen from Eq. (2.30): the combination Im(⇡T �!
2
⇡L/k

2) does not appear to have

a definite sign. In contrast, the imaginary part of electric permittivity has the same sign as Im⇡L.

As a final comment, we conclude from Eq. (3.4) that generally ImG
µ⌫
J does not have a gap even if the

spectrum of the theory is gapped. By gap in the imaginary part we mean an energy scale below which the

imaginary part vanishes. The reason is that the delta function in Eq. (3.4) has support, focusing on the energy

part of the delta function, on En � Em as long as cn � cm is nonzero. Even if all energy eigenstates are larger

than a mass gap, i.e. En > m for a mass scale m, the di↵erences �Emn ⌘ Em � En could in principle be

arbitrarily small. Consider, for instance, a thermal ensemble cn = e
��En with temperature much larger than

the gap so m� ⌧ 1. Then there is a nonvanishing contribution to the imaginary part at frequency ! = �Emn

with magnitude proportional to cn� cm ' ��Emne
��En which is not necessarily exponentially suppressed since
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In contrast, when the temperature is much smaller than the gap, i.e. m� � 1, only the vacuum state will

be relevant and therefore cn ' �n,0. Then the expression Eq. (3.4) becomes

Vµ(p)V⌫(p) ImG
µ⌫
J (p) =

1

2

X

n

(2⇡)4
✓
�(p� pn)� �(p+ pn)

◆
| h0| Jµ(0) |niVµ(p)|2 . (3.7)

Therefore, one recovers the usual statement that in a gapped theory the imaginary part of the response function

19In the presence of a conserved quantity we expand in terms of the eigenstates of Pµ � µJµ.
20Violations of this condition are possible if the system is prepared such that high-energy levels are more populated than low-

energy ones: in this case the cn coe�cients will not be monotonic. Such population inversion phenomena happen, for instance, in
lasers.

21This last statement, while very well-known in the older literature (for instance [33]), appears to be a controversy in some recent
papers [34–36].
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vanishes below the gap.

4 Causality and analyticity

The principles of quantum mechanics and relativity state that measurements at spacelike separation must not

interfere. As a result, the commutator of any two local (bosonic) operators [Oa(x),Ob(x0)] must vanish for

(x� x
0)2 > 0, a fact known as microcausality. See also [37,38]. This implies that the current response function

G
µ⌫
J (x) and the retarded photon propagator G

µ⌫
� (x) vanish for t < 0 (because of the theta function) and

x
2
> 0. Notice that the contact term in Eq. (2.36) is relevant only in the coincident limit and does not a↵ect

the conclusion. Moreover, for the photon we must project out the gauge dependent part (equivalently choose

↵ ! 1 in Eq. (2.33)) since it is not a physical observable.

By using retardation and microcausality one can argue for the analyticity of the Fourier transform of Gµ⌫
J (x)

and G
µ⌫
� (x) in the complex space of pµ = (!,k). More precisely,

G
µ⌫
J (p) =

Z
d4x e�ip·x

G
µ⌫
J (x) , (4.1)

is a holomorphic function in the complex space of the argument, pµ 2 C4, if !I > 0 and p
2
I < 0, where we have

defined p
µ = p

µ
R+ ip

µ
I . We refer to this condition as pµI 2 FLC in which FLC is short for the forward light cone.

This is simple to argue: the integral of Eq. (4.1) is exponentially converging for pµI xµ = �!It+kI ·x < 0. Due

to causality the integrand has support only for t > 0 and x
2
< 0 which implies that pµI xµ  �t(!I � |kI |). As a

result, a su�cient condition for convergence is that !I > |kI | � 0 or pµI 2 FLC. An expression like Eq. (4.1) in

the region of convergence defines an analytic function simply because complex derivatives are well-defined. An

important assumption here is the polynomial boundedness of the response function at infinity, i.e. the Green’s

function does not grow exponentially fast at infinity.22 We emphasize that the region of analyticity does not

depend on the real part of the four-momentum p
µ
R. In other words the analyticity region is R4 ⇥ FLC ⇢ C4,

however most of the time we just refer to it as the FLC. Needless to say that same results hold for the physical

part of Gµ⌫
� (p). In passing, we mention that the reality condition implies that G

µ⌫
J (p)⇤ = G

µ⌫
J (�p

⇤). Notice

that if pµI 2 FLC then Im(�p
µ⇤) 2 FLC and therefore both sides are in the region of analyticity.

Since the tensor structures of Gµ⌫
� and G

µ⌫
J are known as in Eq. (2.33) and Eq. (2.39), it is appropriate to

study the analyticity of the coe�cients. Let us consider a general tensor of the form

f
µ⌫ = A(!, k)Pµ⌫

T +B(!, k)Pµ⌫
L , (4.2)

for some functions A and B of the frequency and momentum. If fµ⌫ is analytic in p
µ
I 2 FLC, one can show

that A and B must be analytic in the FLC. Indeed, from Eq. (2.22) and Eq. (2.23) we have B = �p
2
kikjf

ij
/!

2

which implies that B is analytic in the FLC. Notice that the factor 1/!2 is harmless since the pole at ! = 0

lies outside the FLC after the appropriate i✏ prescription. By looking at the trace of the spatial part we get

�ijf
ij = 2A� !

2
B/p

2. Once again, the factor 1/p2 with appropriate i✏ prescription is harmless for analyticity:

in fact this is the propagator for a massless free particle (see also App. E). Therefore, we conclude that A must

be analytic in the FLC. However, the analyticity of A and B is not su�cient to guarantee that fµ⌫ is analytic.

If we look at fµ⌫ for i 6= j we have

f
ij = �k

i
k
j

k2

✓
A+

!
2

p2
B

◆
. (4.3)

The factor 1/k2 introduces singularities in the FLC. The reason is that the equation k
2 = k

2
R � k

2
I + 2ikR ·

kI = 0 has nontrivial, i.e. ki 6= 0, solutions which are independent of !I and therefore one can find points

(!R + i!I ,kR + ikI) with k
2 = 0 that lie in the forward light cone. (In fact, 1/k2 is the Fourier transform

22If the system is unstable such that G(t) ⇠ e+�t for t ! +1 then the region of analyticity shrinks to !I � �. Similarly, if the
response of the system goes to zero exponentially fast G(t) ⇠ e��t for t ! +1 then it is analytic in a larger region !I � ��.
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obtain the following dispersion relations15

"(!, k)!2 � 1

µ(!, k)
k
2 = 0 , "(!, k) = 0 , (2.34)

corresponding to the transverse and longitudinal parts respectively. In the weak coupling limit the latter

corresponds to a collective behavior of the charged particles known as plasma oscillations [31].

Linear response It is useful to discuss a related but slightly di↵erent situation. Let us assume that we put

the system in a given external electromagnetic field. This induces a current in the system. The question is

how this current is related to the applied field at linear order. More formally, we are looking at the action

S� [a] + SM

⇥
a + Aext; 

⇤
for the applied electromagnetic field A

µ
ext (we drop the kinetic term for Aµ

ext since its

dynamics is controlled by the experimentalist) and we are after the response of the system. As discussed in

App. B we have

J
µ
in(x) =

Z
d4y Gµ⌫

J (x, y)Aext,⌫(y) , (2.35)

with the response function

G
µ⌫
J (x, y) = i✓(x0 � y

0) h[Jµ(x), J⌫(y)]i+ hNµ⌫i �(x� y) , (2.36)

in which J
µ is the current operator and N

µ⌫ captures the dependence of the current on the electromagnetic field

as defined in Eq. (2.6). The response function G
µ⌫
J looks similar to the self-energy ⇧µ⌫ as given in Eq. (2.14)

with the crucial di↵erence that the latter includes only 1PI terms. In fact comparison between Eq. (2.35) and

Eq. (2.26) reveals that G
µ⌫
J relates the induced current to the applied field, while ⇧µ⌫ relates it to the total

field. A relation between the two is easily obtained by noting that the total field is given by the external field

plus the field produced by the induced current,

A
µ(x) = A

µ
ext(x) + g

2

Z
d4y�µ⌫(x� y)Jin,⌫(y) . (2.37)

Combination of Eq. (2.35), Eq. (2.37) and Eq. (2.26) shows that16

(⇧�1)µ⌫ = (G�1
J )µ⌫ + g

2�µ⌫
, (2.38)

where the ↵-dependent part of the photon propagator is dropped because it cancels from Eq. (2.37) due to

current conservation. In terms of the transverse and longitudinal parts we have

G
µ⌫
J =

p
2
k
2
⇡T

p2 � g2k2⇡T
Pµ⌫
T � p

2
⇡L

1 + g2⇡L
Pµ⌫
L . (2.39)

In fact, as indicated in Fig. 2, this relation is the familiar resummation of the bubble diagrams.

3 Positivity and dissipation

Applying an external electromagnetic field to the system changes its energy. We have derived the general

expression for the change in the energy of the system as a consequence of an applied background field in

15Notice that, naively, the longitudinal dispersion relation must read p2" = 0. However, p2 cancels out by the same factor in the
longitudinal projector as given in Eq. (2.22).

16This relation can also be derived more rigorously using the fact that ⇧ ⇠ �2�M
�A2 and actually going through the Legendre

transform from the generating function W (in the notation of App. A) and expanding the currents.
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The principles of quantum mechanics and relativity state that measurements at spacelike separation must not

interfere. As a result, the commutator of any two local (bosonic) operators [Oa(x),Ob(x0)] must vanish for

(x� x
0)2 > 0, a fact known as microcausality. See also [37,38]. This implies that the current response function

G
µ⌫
J (x) and the retarded photon propagator G

µ⌫
� (x) vanish for t < 0 (because of the theta function) and

x
2
> 0. Notice that the contact term in Eq. (2.36) is relevant only in the coincident limit and does not a↵ect

the conclusion. Moreover, for the photon we must project out the gauge dependent part (equivalently choose

↵ ! 1 in Eq. (2.33)) since it is not a physical observable.

By using retardation and microcausality one can argue for the analyticity of the Fourier transform of Gµ⌫
J (x)

and G
µ⌫
� (x) in the complex space of pµ = (!,k). More precisely,

G
µ⌫
J (p) =

Z
d4x e�ip·x

G
µ⌫
J (x) , (4.1)

is a holomorphic function in the complex space of the argument, pµ 2 C4, if !I > 0 and p
2
I < 0, where we have

defined p
µ = p

µ
R+ ip

µ
I . We refer to this condition as pµI 2 FLC in which FLC is short for the forward light cone.

This is simple to argue: the integral of Eq. (4.1) is exponentially converging for pµI xµ = �!It+kI ·x < 0. Due

to causality the integrand has support only for t > 0 and x
2
< 0 which implies that pµI xµ  �t(!I � |kI |). As a

result, a su�cient condition for convergence is that !I > |kI | � 0 or pµI 2 FLC. An expression like Eq. (4.1) in

the region of convergence defines an analytic function simply because complex derivatives are well-defined. An

important assumption here is the polynomial boundedness of the response function at infinity, i.e. the Green’s

function does not grow exponentially fast at infinity.22 We emphasize that the region of analyticity does not

depend on the real part of the four-momentum p
µ
R. In other words the analyticity region is R4 ⇥ FLC ⇢ C4,

however most of the time we just refer to it as the FLC. Needless to say that same results hold for the physical

part of Gµ⌫
� (p). In passing, we mention that the reality condition implies that G

µ⌫
J (p)⇤ = G

µ⌫
J (�p

⇤). Notice

that if pµI 2 FLC then Im(�p
µ⇤) 2 FLC and therefore both sides are in the region of analyticity.

Since the tensor structures of Gµ⌫
� and G

µ⌫
J are known as in Eq. (2.33) and Eq. (2.39), it is appropriate to

study the analyticity of the coe�cients. Let us consider a general tensor of the form

f
µ⌫ = A(!, k)Pµ⌫

T +B(!, k)Pµ⌫
L , (4.2)

for some functions A and B of the frequency and momentum. If fµ⌫ is analytic in p
µ
I 2 FLC, one can show

that A and B must be analytic in the FLC. Indeed, from Eq. (2.22) and Eq. (2.23) we have B = �p
2
kikjf

ij
/!

2

which implies that B is analytic in the FLC. Notice that the factor 1/!2 is harmless since the pole at ! = 0

lies outside the FLC after the appropriate i✏ prescription. By looking at the trace of the spatial part we get

�ijf
ij = 2A� !

2
B/p

2. Once again, the factor 1/p2 with appropriate i✏ prescription is harmless for analyticity:

in fact this is the propagator for a massless free particle (see also App. E). Therefore, we conclude that A must

be analytic in the FLC. However, the analyticity of A and B is not su�cient to guarantee that fµ⌫ is analytic.

If we look at fµ⌫ for i 6= j we have

f
ij = �k

i
k
j

k2

✓
A+

!
2

p2
B

◆
. (4.3)

The factor 1/k2 introduces singularities in the FLC. The reason is that the equation k
2 = k

2
R � k

2
I + 2ikR ·

kI = 0 has nontrivial, i.e. ki 6= 0, solutions which are independent of !I and therefore one can find points

(!R + i!I ,kR + ikI) with k
2 = 0 that lie in the forward light cone. (In fact, 1/k2 is the Fourier transform

22If the system is unstable such that G(t) ⇠ e+�t for t ! +1 then the region of analyticity shrinks to !I � �. Similarly, if the
response of the system goes to zero exponentially fast G(t) ⇠ e��t for t ! +1 then it is analytic in a larger region !I � ��.
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is a holomorphic function in the complex space of the argument, pµ 2 C4, if !I > 0 and p
2
I < 0, where we have

defined p
µ = p

µ
R+ ip

µ
I . We refer to this condition as pµI 2 FLC in which FLC is short for the forward light cone.

This is simple to argue: the integral of Eq. (4.1) is exponentially converging for pµI xµ = �!It+kI ·x < 0. Due

to causality the integrand has support only for t > 0 and x
2
< 0 which implies that pµI xµ  �t(!I � |kI |). As a

result, a su�cient condition for convergence is that !I > |kI | � 0 or pµI 2 FLC. An expression like Eq. (4.1) in

the region of convergence defines an analytic function simply because complex derivatives are well-defined. An

important assumption here is the polynomial boundedness of the response function at infinity, i.e. the Green’s

function does not grow exponentially fast at infinity.22 We emphasize that the region of analyticity does not

depend on the real part of the four-momentum p
µ
R. In other words the analyticity region is R4 ⇥ FLC ⇢ C4,

however most of the time we just refer to it as the FLC. Needless to say that same results hold for the physical

part of Gµ⌫
� (p). In passing, we mention that the reality condition implies that G

µ⌫
J (p)⇤ = G

µ⌫
J (�p

⇤). Notice

that if pµI 2 FLC then Im(�p
µ⇤) 2 FLC and therefore both sides are in the region of analyticity.

Since the tensor structures of Gµ⌫
� and G

µ⌫
J are known as in Eq. (2.33) and Eq. (2.39), it is appropriate to

study the analyticity of the coe�cients. Let us consider a general tensor of the form

f
µ⌫ = A(!, k)Pµ⌫

T +B(!, k)Pµ⌫
L , (4.2)

for some functions A and B of the frequency and momentum. If fµ⌫ is analytic in p
µ
I 2 FLC, one can show

that A and B must be analytic in the FLC. Indeed, from Eq. (2.22) and Eq. (2.23) we have B = �p
2
kikjf

ij
/!

2

which implies that B is analytic in the FLC. Notice that the factor 1/!2 is harmless since the pole at ! = 0

lies outside the FLC after the appropriate i✏ prescription. By looking at the trace of the spatial part we get

�ijf
ij = 2A� !

2
B/p

2. Once again, the factor 1/p2 with appropriate i✏ prescription is harmless for analyticity:

in fact this is the propagator for a massless free particle (see also App. E). Therefore, we conclude that A must

be analytic in the FLC. However, the analyticity of A and B is not su�cient to guarantee that fµ⌫ is analytic.

If we look at fµ⌫ for i 6= j we have

f
ij = �k

i
k
j

k2

✓
A+

!
2

p2
B

◆
. (4.3)

The factor 1/k2 introduces singularities in the FLC. The reason is that the equation k
2 = k

2
R � k

2
I + 2ikR ·

kI = 0 has nontrivial, i.e. ki 6= 0, solutions which are independent of !I and therefore one can find points

(!R + i!I ,kR + ikI) with k
2 = 0 that lie in the forward light cone. (In fact, 1/k2 is the Fourier transform

22If the system is unstable such that G(t) ⇠ e+�t for t ! +1 then the region of analyticity shrinks to !I � �. Similarly, if the
response of the system goes to zero exponentially fast G(t) ⇠ e��t for t ! +1 then it is analytic in a larger region !I � ��.
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of �1/r2 which describes instantaneous action at a distance.) These poles must be removed by zeros of the

numerator to ensure analyticity of f ij . We conclude that the combination A+ !
2
B/p

2 must be zero at k2 = 0.

Application of the above results to G
µ⌫
� given in Eq. (2.33) shows that the combinations 1/(1 + g

2
⇡L) and

1/(p2 � g
2
k
2
⇡T ) are analytic in the FLC. We will use this fact in §6 to bound the low-energy limits of " and µ.

Moreover, from the discussion below Eq. (4.3) we require that the combination

1

k2


1

p2 � g2k2⇡T
+

!
2
/p

4

1 + g2⇡L

�
k2=0⇠ 1

k2

g
2(k2⇡T � !

2
⇡L)

!2(1 + g2⇡L)(!2 + g2k2⇡T )
, (4.4)

is regular near k
2 = 0. To obtain the second expression we have used p

2 = �!
2 in the limit k

2 ! 0. We

conclude that the combination k
2
⇡T �!

2
⇡L must go to zero at least like k2 when k

2 ! 0.23 This indicates that,

as a consequence of microcausality, the two functions ⇡L and ⇡T cannot be completely unrelated. Similarly, the

coe�cients in the expression for Gµ⌫
J given in Eq. (2.39) are analytic; since these are slightly more complicated

and do not give new information we do not report them here. We will deal with the analyticity of ⇧µ⌫ in §7.
In order to avoid dealing with several complex variables at the same time we parametrize the FLC by several

single-complex-variable subspaces. More precisely, we write

p
µ = (!, q + !⇠) (4.5)

for complex ! and real vectors q and ⇠ with the condition that ⇠ ⌘ |⇠| < 1. It is easy to see that every point

p
µ = (!,k) in the FLC can be written in the form (4.5) for appropriate values of q and ⇠, i.e. ⇠ = kI

!I
and

q = kR � !R⇠. As discussed in [14], the form (4.5) is the most general single-variable parametrization. Any

other choice for k(!) would either change the analyticity region (by mixing the real and imaginary parts) or

spoil the behavior at infinity. Then we see that Gµ⌫
� (!, q + !⇠) and G

µ⌫
J (!, q + !⇠), now regarded as functions

of !, are analytic in the UHP of ! 2 C, i.e. !I > 0. The same holds for the coe�cients appearing in Eq. (2.33)

and Eq. (2.39) as discussed above.

For a generic function �(z) that is analytic in the UHP (and continuous onto the real line) and decays at

infinity one can use Cauchy’s theorem, applied to �(z)/(z � zR), to prove the following relation

z

zR

�(zR) =
1

i⇡
PV

Z +1

�1

dz

z � zR
�(z) , (4.6)

in which zR is real, and PV means the principal value of the integral for the pole at z = zR. An important

assumption here is that �(z) ! 0 when |z| ! 1, which implies that we can neglect the contour at infinity.

Taking the real part of Eq. (4.6) gives an expression for Re�(zR) in terms of an integral over the Im�(z) over

the real axis. We can apply this general result to the analytic functions that we found above by using the

parametrization of Eq. (4.5). Let us denote by �(!, q + !⇠) such an analytic function, e.g. 1/(1 + g
2
⇡L). Then

Eq. (4.6) gives24

23The reader may wonder how one can exclude the possibility of the denominator of Eq. (4.4) having a singularity. For instance,
if ⇡L ⇠ 1/k2 as k2 ! 0 then it removes the unwanted 1/k2 factor in front of Eq. (4.4). Notice that, apparently, this possibility is
harmless for the analyticity of the combination 1/(1 + g2⇡L) required by causality. However, as we will argue in §7 and App. D,
⇡L(!, q + !⇠) is analytic in the upper-half plane (UHP) of complex ! as long as q · ⇠ = 0 and |⇠| < 1. This is a consequence of
both causality and positivity. In this parametrization k2 = q2 + !2⇠2, and therefore it is not possible to have ⇡L ⇠ 1/k2 since it
implies a pole at ! = +iq/⇠ in the UHP. A similar discussion applies to k2⇡T .

24One can also derive this relation by noting that �(x) = �(x)✓(t� ⇠ ·x) for any ⇠ < 1 as required by microcausality. Taking the
Fourier transform of both sides gives Eq. (4.7). See [24,39] for details.
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�(!, q + !⇠) =
1

i⇡
PV

Z +1

�1

dz

z � !
�(z, q + z⇠) , (4.7)

for real ! as well as real q and ⇠ with ⇠ < 1 as required by Eq. (4.5). By shifting the spatial momentum

q ! q � !⇠ and relabeling it we can rewrite Eq. (4.7) as

�(!,k) =
1

i⇡
PV

Z +1

�1

dz

z � !
�(z,k + (z � !)⇠) . (4.8)

We emphasize that in this relation all independent variables are real. Eq. (4.8) was initially written by

M. Leontovich [24] and we will call it (as well as Eq. (4.7)) Leontovich’s relation. This relation is the gener-

alization of the famous Kramers-Kronig formula, derived assuming only retardation, taking into account the

condition of microcausality. In fact, for ⇠ = 0 one recovers the Kramers-Kronig relations. Taking the real part

of the both sides in Eq. (4.8), as mentioned above, gives an expression for Re�(!,k) in terms of an integral of

Im�(z,k + (z � !)⇠) for any ⇠. In §6 we will apply Leontovich’s relation to the various analytic combinations

of ⇡L and ⇡T .

Before closing this section let us mention two more points regarding Leontovich’s relation. First, as we said,

Eq. (4.7) gives the real part of the function in terms of its imaginary part and vice versa. Therefore, we can

express the whole function in terms of the imaginary part as follows

�(!,k + !⇠) =
1

⇡
PV

Z
dz

z � !
Im�(z,k + z⇠) + i

Z
dz �(z � !) Im�(z,k + z⇠)

=
1

⇡

Z
dz

z � ! � i✏
Im�(z,k + z⇠) ,

(4.9)

where in the first line we have replaced the real part using Eq. (4.7) and to obtain the second line we have used

Sokhotski-Plemelj. Although we have derived Eq. (4.9) for real !, it remains valid for complex ! as well in

the domain of analyticity, i.e. in the UHP.25 The reason is that the right-hand side of Eq. (4.9) is a sum over

functions 1/[! � (z � i✏)] which do not have poles in the UHP.26 Eq. (4.9) will be used in §7 and App. D to

study the analyticity of the self-energy tensor ⇧µ⌫ .

Finally, we note that the condition of microcausality, equivalently Leontovich’s relation, restricts the form

of the imaginary part of the function. We have already seen in the previous section that ! ImG
µ⌫
� and ! ImG

µ⌫
J

are positive definite (for passive materials). However, one can ask: does any positive matrix give an eligible

imaginary part of a causal function? Interestingly, the answer is no. This can be seen from Eq. (4.8). The fact

that the left-hand side in Eq. (4.8) is independent of ⇠ is a restriction on the imaginary part from causality.

More precisely, the integral over the imaginary part along two di↵erent lines in the (!,k) space associated with

two di↵erent vectors ⇠1 and ⇠2, as shown below, must give the same result27

~k

!

(!, k)

⇠ = 0⇠1 ⇠2

PV

Z
dz

Im�(z,k + (z � !)⇠1)

z � !
= PV

Z
dz

Im�(z,k + (z � !)⇠2)

z � !
. (4.10)

25We should note that we can write the analog of Eq. (4.9) for Eq. (4.8), i.e. ⇠ only appears on the right-hand side, assuming !
is real. However, this form does not continue to hold for complex ! simply because the right-hand side involves an integral over
Im�(z,k + (z � !)⇠) which is not an analytic function of !.

26More rigorously one can start from �(!) for complex ! by writing it in terms of an integral over the real axis using Cauchy’s
theorem. The function over the real axis can then be written in terms of an integral over the imaginary part as given in Eq. (4.9).
After some algebra one recovers Eq. (4.9) now with ! complex.

27Equivalently, one can show that Eq. (4.10) is a direct consequence of the fact that the imaginary part is given by the Fourier
transform of a commutator which vanishes outside the full light cone as given in Eq. (3.2).
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both causality and positivity. In this parametrization k2 = q2 + !2⇠2, and therefore it is not possible to have ⇡L ⇠ 1/k2 since it
implies a pole at ! = +iq/⇠ in the UHP. A similar discussion applies to k2⇡T .

24One can also derive this relation by noting that �(x) = �(x)✓(t� ⇠ ·x) for any ⇠ < 1 as required by microcausality. Taking the
Fourier transform of both sides gives Eq. (4.7). See [24,39] for details.
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Leontovich (1961)  

“That approach really depressed me because I knew that I could never understand the 
theory of more than one complex variable. So I was pretty worried about how I could do 

research working in this mess.”  S. Weinberg

Reduce to one variable  

of �1/r2 which describes instantaneous action at a distance.) These poles must be removed by zeros of the

numerator to ensure analyticity of f ij . We conclude that the combination A+ !
2
B/p

2 must be zero at k2 = 0.

Application of the above results to G
µ⌫
� given in Eq. (2.33) shows that the combinations 1/(1 + g

2
⇡L) and

1/(p2 � g
2
k
2
⇡T ) are analytic in the FLC. We will use this fact in §6 to bound the low-energy limits of " and µ.

Moreover, from the discussion below Eq. (4.3) we require that the combination
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, (4.4)

is regular near k
2 = 0. To obtain the second expression we have used p

2 = �!
2 in the limit k

2 ! 0. We

conclude that the combination k
2
⇡T �!

2
⇡L must go to zero at least like k2 when k

2 ! 0.23 This indicates that,

as a consequence of microcausality, the two functions ⇡L and ⇡T cannot be completely unrelated. Similarly, the

coe�cients in the expression for Gµ⌫
J given in Eq. (2.39) are analytic; since these are slightly more complicated

and do not give new information we do not report them here. We will deal with the analyticity of ⇧µ⌫ in §7.
In order to avoid dealing with several complex variables at the same time we parametrize the FLC by several

single-complex-variable subspaces. More precisely, we write

p
µ = (!, q + !⇠) (4.5)

for complex ! and real vectors q and ⇠ with the condition that ⇠ ⌘ |⇠| < 1. It is easy to see that every point

p
µ = (!,k) in the FLC can be written in the form (4.5) for appropriate values of q and ⇠, i.e. ⇠ = kI

!I
and

q = kR � !R⇠. As discussed in [14], the form (4.5) is the most general single-variable parametrization. Any

other choice for k(!) would either change the analyticity region (by mixing the real and imaginary parts) or

spoil the behavior at infinity. Then we see that Gµ⌫
� (!, q + !⇠) and G

µ⌫
J (!, q + !⇠), now regarded as functions

of !, are analytic in the UHP of ! 2 C, i.e. !I > 0. The same holds for the coe�cients appearing in Eq. (2.33)

and Eq. (2.39) as discussed above.

For a generic function �(z) that is analytic in the UHP (and continuous onto the real line) and decays at

infinity one can use Cauchy’s theorem, applied to �(z)/(z � zR), to prove the following relation
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PV
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�1

dz

z � zR
�(z) , (4.6)

in which zR is real, and PV means the principal value of the integral for the pole at z = zR. An important

assumption here is that �(z) ! 0 when |z| ! 1, which implies that we can neglect the contour at infinity.

Taking the real part of Eq. (4.6) gives an expression for Re�(zR) in terms of an integral over the Im�(z) over

the real axis. We can apply this general result to the analytic functions that we found above by using the

parametrization of Eq. (4.5). Let us denote by �(!, q + !⇠) such an analytic function, e.g. 1/(1 + g
2
⇡L). Then

Eq. (4.6) gives24

23The reader may wonder how one can exclude the possibility of the denominator of Eq. (4.4) having a singularity. For instance,
if ⇡L ⇠ 1/k2 as k2 ! 0 then it removes the unwanted 1/k2 factor in front of Eq. (4.4). Notice that, apparently, this possibility is
harmless for the analyticity of the combination 1/(1 + g2⇡L) required by causality. However, as we will argue in §7 and App. D,
⇡L(!, q + !⇠) is analytic in the upper-half plane (UHP) of complex ! as long as q · ⇠ = 0 and |⇠| < 1. This is a consequence of
both causality and positivity. In this parametrization k2 = q2 + !2⇠2, and therefore it is not possible to have ⇡L ⇠ 1/k2 since it
implies a pole at ! = +iq/⇠ in the UHP. A similar discussion applies to k2⇡T .

24One can also derive this relation by noting that �(x) = �(x)✓(t� ⇠ ·x) for any ⇠ < 1 as required by microcausality. Taking the
Fourier transform of both sides gives Eq. (4.7). See [24,39] for details.
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UV behaviour

For Leontovich, one needs functions to decay on the arc: medium negligible

In condensed matter one can close contour in intermediate regime:

w >> Collision frequency: free charge particles
w << Electron mass: no QED loops

Notice that this restriction does not exist if we only consider retardation (⇠ = 0) as we do for Kramers-Kronig

relations. A more detailed study of this set of constraints is beyond the scope of this paper and will be explored

elsewhere.

5 High-energy behavior

One of the assumptions required for the Leontovich relation Eq. (4.8) to be valid is that the arc at infinity

can be neglected. This requires some knowledge about the high-energy behavior of the two-point function of

J
µ, or equivalently of Aµ. We stress that we require the high-energy behavior for complex p

µ in the domain of

analyticity. As was argued in [14], the behavior at high energies in the complex plane is dictated by the short

distance behavior of the two-point function in position space.

Unfortunately, as far as we know, there is no universal bound on the asymptotic behavior of the two-point

function. By contrast, for the S-matrix such a bound exists [40, 41], at least for gapped theories, only by

requiring unitarity, causality and Lorentz invariance. One possible assumption, as studied in [14], is that at

high energies the system is well-described by a conformal field theory which implies that the two-point function

of a conserved current behaves as ⇠ p
d�2 in d spacetime dimensions (and as ⇠ p

2 log p2 in d = 4).

In condensed matter systems one can usually assume that the Green’s functions vanish at high energies

[26,31,42], i.e. that the medium becomes irrelevant at high frequencies. The main idea is that at high energies one

can think of the system as a collection of charged particles (say, electrons). In this limit, i.e. ! � ⌫c in which ⌫c is

the average collision frequency [31], one can also neglect interactions among the particles. Therefore, the system

is described as a gas of free electrons. The dielectric response function of this system has been calculated long

ago by Lindhard [43] in the non-relativistic limit. We provide a first-principle derivation, including relativistic

e↵ects, in App. C; the calculation is basically the one-loop correction to the photon propagator (see Fig. 6)

assuming a finite chemical potential for electrons. As explained in Eq. (C.6), there are two contributions to the

response function: one is the standard quantum electrodynamics correction and the other is the contribution

from the finite electron density. The finite density contribution, as given in Eq. (C.20), at high energies

!, k ! 1, behaves as

g
2
⇡L ! �

!
2
p

!2
+ . . . , g

2
⇡T ! �

!
2
p

k2
+ . . . , (5.1)

in which !
2
p ⌘ g

2
n/m is called the plasma frequency with n the number density and m the mass of the electrons.

Notice that from Eq. (5.1) we conclude that the imaginary part decays even faster, as 1/!3. Eq. (5.1) implies

that "(T ) = 1� !
2
p/!

2 + . . . at high frequencies both for the longitudinal and transverse parts of the dielectric

tensor (see footnote 13) and we will refer to it as “plasma behavior”. We should note that in general there are

di↵erent components present in the medium that have di↵erent plasma frequencies. In Eq. (5.1) we take !
2
p to

be the largest one, usually associated with the lightest particles.

What about the Lorentz-invariant contribution? As given in Eq. (C.8), at energies below the mass !, k ⌧ m,

its value is very small, ⇡L,qed ⇡ �p
2
/(60⇡2

m
2) and negligible. However, for energies above the mass it grows

as log p2. Therefore we are forced to close the contour at moderately high energies in which the description

by means of a non-relativistic plasma is a good approximation, and avoid extremely high energies in which

relativistic e↵ects become important. This is shown in Fig. 3 for the real parts of ⇡L and ⇡T . There is a

window of energies in which relativistic corrections are not important and we can trust the plasma behavior of

non-relativistic fermions. Moreover, the error in neglecting the relativistic corrections is controlled by the ratio

!
2
p/m

2 which is of order 10�12 for typical materials. If we close the contour of integration at, say, ⇠ O
�
102

�
!p

the contribution from Eq. (5.1) is negligible.

For media of “higher energies”, for example nuclear matter, one cannot close the contour below the electron

mass. One can still make use of the Kramers-Kronig and Leontovich relations, however, as we will discuss in

§8.

16

One can check this e.g. in response of a T=0 gas 
of fermions: Lindhardt function

Notice that this restriction does not exist if we only consider retardation (⇠ = 0) as we do for Kramers-Kronig

relations. A more detailed study of this set of constraints is beyond the scope of this paper and will be explored

elsewhere.

5 High-energy behavior

One of the assumptions required for the Leontovich relation Eq. (4.8) to be valid is that the arc at infinity

can be neglected. This requires some knowledge about the high-energy behavior of the two-point function of

J
µ, or equivalently of Aµ. We stress that we require the high-energy behavior for complex p

µ in the domain of

analyticity. As was argued in [14], the behavior at high energies in the complex plane is dictated by the short

distance behavior of the two-point function in position space.

Unfortunately, as far as we know, there is no universal bound on the asymptotic behavior of the two-point

function. By contrast, for the S-matrix such a bound exists [40, 41], at least for gapped theories, only by

requiring unitarity, causality and Lorentz invariance. One possible assumption, as studied in [14], is that at

high energies the system is well-described by a conformal field theory which implies that the two-point function

of a conserved current behaves as ⇠ p
d�2 in d spacetime dimensions (and as ⇠ p

2 log p2 in d = 4).

In condensed matter systems one can usually assume that the Green’s functions vanish at high energies

[26,31,42], i.e. that the medium becomes irrelevant at high frequencies. The main idea is that at high energies one

can think of the system as a collection of charged particles (say, electrons). In this limit, i.e. ! � ⌫c in which ⌫c is

the average collision frequency [31], one can also neglect interactions among the particles. Therefore, the system

is described as a gas of free electrons. The dielectric response function of this system has been calculated long

ago by Lindhard [43] in the non-relativistic limit. We provide a first-principle derivation, including relativistic

e↵ects, in App. C; the calculation is basically the one-loop correction to the photon propagator (see Fig. 6)

assuming a finite chemical potential for electrons. As explained in Eq. (C.6), there are two contributions to the

response function: one is the standard quantum electrodynamics correction and the other is the contribution

from the finite electron density. The finite density contribution, as given in Eq. (C.20), at high energies

!, k ! 1, behaves as

g
2
⇡L ! �

!
2
p

!2
+ . . . , g

2
⇡T ! �

!
2
p

k2
+ . . . , (5.1)

in which !
2
p ⌘ g

2
n/m is called the plasma frequency with n the number density and m the mass of the electrons.

Notice that from Eq. (5.1) we conclude that the imaginary part decays even faster, as 1/!3. Eq. (5.1) implies

that "(T ) = 1� !
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2 + . . . at high frequencies both for the longitudinal and transverse parts of the dielectric

tensor (see footnote 13) and we will refer to it as “plasma behavior”. We should note that in general there are

di↵erent components present in the medium that have di↵erent plasma frequencies. In Eq. (5.1) we take !
2
p to

be the largest one, usually associated with the lightest particles.

What about the Lorentz-invariant contribution? As given in Eq. (C.8), at energies below the mass !, k ⌧ m,

its value is very small, ⇡L,qed ⇡ �p
2
/(60⇡2

m
2) and negligible. However, for energies above the mass it grows

as log p2. Therefore we are forced to close the contour at moderately high energies in which the description

by means of a non-relativistic plasma is a good approximation, and avoid extremely high energies in which

relativistic e↵ects become important. This is shown in Fig. 3 for the real parts of ⇡L and ⇡T . There is a

window of energies in which relativistic corrections are not important and we can trust the plasma behavior of

non-relativistic fermions. Moreover, the error in neglecting the relativistic corrections is controlled by the ratio
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2 which is of order 10�12 for typical materials. If we close the contour of integration at, say, ⇠ O
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102
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the contribution from Eq. (5.1) is negligible.

For media of “higher energies”, for example nuclear matter, one cannot close the contour below the electron

mass. One can still make use of the Kramers-Kronig and Leontovich relations, however, as we will discuss in
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of �1/r2 which describes instantaneous action at a distance.) These poles must be removed by zeros of the

numerator to ensure analyticity of f ij . We conclude that the combination A+ !
2
B/p

2 must be zero at k2 = 0.

Application of the above results to G
µ⌫
� given in Eq. (2.33) shows that the combinations 1/(1 + g

2
⇡L) and

1/(p2 � g
2
k
2
⇡T ) are analytic in the FLC. We will use this fact in §6 to bound the low-energy limits of " and µ.

Moreover, from the discussion below Eq. (4.3) we require that the combination

1

k2


1

p2 � g2k2⇡T
+

!
2
/p

4

1 + g2⇡L

�
k2=0⇠ 1

k2

g
2(k2⇡T � !

2
⇡L)

!2(1 + g2⇡L)(!2 + g2k2⇡T )
, (4.4)

is regular near k
2 = 0. To obtain the second expression we have used p

2 = �!
2 in the limit k

2 ! 0. We

conclude that the combination k
2
⇡T �!

2
⇡L must go to zero at least like k2 when k

2 ! 0.23 This indicates that,

as a consequence of microcausality, the two functions ⇡L and ⇡T cannot be completely unrelated. Similarly, the

coe�cients in the expression for Gµ⌫
J given in Eq. (2.39) are analytic; since these are slightly more complicated

and do not give new information we do not report them here. We will deal with the analyticity of ⇧µ⌫ in §7.
In order to avoid dealing with several complex variables at the same time we parametrize the FLC by several

single-complex-variable subspaces. More precisely, we write

p
µ = (!, q + !⇠) (4.5)

for complex ! and real vectors q and ⇠ with the condition that ⇠ ⌘ |⇠| < 1. It is easy to see that every point

p
µ = (!,k) in the FLC can be written in the form (4.5) for appropriate values of q and ⇠, i.e. ⇠ = kI

!I
and

q = kR � !R⇠. As discussed in [14], the form (4.5) is the most general single-variable parametrization. Any

other choice for k(!) would either change the analyticity region (by mixing the real and imaginary parts) or

spoil the behavior at infinity. Then we see that Gµ⌫
� (!, q + !⇠) and G

µ⌫
J (!, q + !⇠), now regarded as functions

of !, are analytic in the UHP of ! 2 C, i.e. !I > 0. The same holds for the coe�cients appearing in Eq. (2.33)

and Eq. (2.39) as discussed above.

For a generic function �(z) that is analytic in the UHP (and continuous onto the real line) and decays at

infinity one can use Cauchy’s theorem, applied to �(z)/(z � zR), to prove the following relation

z

zR

�(zR) =
1

i⇡
PV

Z +1

�1

dz

z � zR
�(z) , (4.6)

in which zR is real, and PV means the principal value of the integral for the pole at z = zR. An important

assumption here is that �(z) ! 0 when |z| ! 1, which implies that we can neglect the contour at infinity.

Taking the real part of Eq. (4.6) gives an expression for Re�(zR) in terms of an integral over the Im�(z) over

the real axis. We can apply this general result to the analytic functions that we found above by using the

parametrization of Eq. (4.5). Let us denote by �(!, q + !⇠) such an analytic function, e.g. 1/(1 + g
2
⇡L). Then

Eq. (4.6) gives24

23The reader may wonder how one can exclude the possibility of the denominator of Eq. (4.4) having a singularity. For instance,
if ⇡L ⇠ 1/k2 as k2 ! 0 then it removes the unwanted 1/k2 factor in front of Eq. (4.4). Notice that, apparently, this possibility is
harmless for the analyticity of the combination 1/(1 + g2⇡L) required by causality. However, as we will argue in §7 and App. D,
⇡L(!, q + !⇠) is analytic in the upper-half plane (UHP) of complex ! as long as q · ⇠ = 0 and |⇠| < 1. This is a consequence of
both causality and positivity. In this parametrization k2 = q2 + !2⇠2, and therefore it is not possible to have ⇡L ⇠ 1/k2 since it
implies a pole at ! = +iq/⇠ in the UHP. A similar discussion applies to k2⇡T .

24One can also derive this relation by noting that �(x) = �(x)✓(t� ⇠ ·x) for any ⇠ < 1 as required by microcausality. Taking the
Fourier transform of both sides gives Eq. (4.7). See [24,39] for details.
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Plasma limit:



Analyticity of Pµn

P is not obviously micro-causal being 1PI: it gives response to a localized 
total field. This requires external sources

Microcausal in perturbation theory

One can prove a partial result, but sufficient for our purposes

electromagnetic field compared to, for instance, typical interatomic electromagnetic fields.7 By considering

cubic or higher-order terms in the e↵ective action one can study nonlinear e↵ects (in the average field) as in

Eq. (A.28). We emphasize that by construction, the e↵ective action contains the information at all-loop orders

in a perturbative expansion.

Comparison of Eq. (2.13) to the general form of the e↵ective equation of motion in Eq. (A.28) shows that

the retarded Green’s function of the photon,

G
µ⌫
� ⌘ i✓(x0 � y

0) h[aµ(x), a⌫(y)]i ,

is expressed as

(G�1
� )µ⌫ =

1

g2
(��1)µ⌫ �⇧µ⌫

, (2.15)

with �µ⌫ the free retarded photon propagator. ⇧µ⌫ is called the photon self-energy tensor.

Self-energy tensor The self-energy can compactly be expressed as the second variation of the matter e↵ective

action,

⇧µ⌫(x, y) =
�
2�M [Ar, Aa]

�Aa,µ(x)�Ar,⌫(y)

�����
Aa=0,Ar=0

, (2.16)

where we have defined Ar ⌘ (A1 + A2)/2 and Aa ⌘ A1 � A2 (known as the r/a or physical representation,

discussed also in App. A). Reality of the e↵ective action, �M [Ar, Aa]⇤ = ��M [Ar,�Aa], implies that the self-

energy is real, ⇧µ⌫⇤ = ⇧µ⌫ . It ensures that solutions to the e↵ective Maxwell equation Eq. (2.13) with real

sources and boundary conditions are real. Gauge invariance of the e↵ective action implies that the self-energy

is transverse,

@xµ⇧µ⌫(x, y) = @y⌫⇧µ⌫(x, y) = 0 . (2.17)

This ensures that if Aµ is a solution of Eq. (2.13) then Aµ + @µ⇤ is also a solution. Moreover, by translation

symmetry self-energy is only a function of the distance, i.e. ⇧µ⌫(x, y) = ⇧µ⌫(x� y). In Fourier space

⇧µ⌫(p) =

Z
d4x e�ip·x⇧µ⌫(x) , (2.18)

with p
µ the four-momentum vector. As discussed above, Lorentz boosts are broken by the medium so ⇧µ⌫ can

be a function of Lorentz-invariant combinations made out of pµ and the four velocity u
µ of the medium. Useful

combinations are

! ⌘ �p
µ
uµ , k

2 ⌘ p
µ
pµ + (pµuµ)

2
. (2.19)

In the rest frame of the medium u
µ = (1,0) and then ! = p

0 is the energy and k
2 = p2 is the magnitude of

spatial momentum-squared. For this reason, most often we will simply write the four-momentum as pµ = (!,k)

and the self-energy as ⇧µ⌫(!, k).

The condition Eq. (2.17) in Fourier space implies that pµ⇧µ⌫ = 0. In the Lorentz-invariant case, this

condition fixes the whole tensor structure up to a function known as the vacuum polarization. In the presence

of a medium we will have two functions as given below. The projection matrix onto the subspace transverse to

p
µ is defined as

Pµ⌫ ⌘ ⌘
µ⌫ � p

µ
p
⌫

p2
. (2.20)

We denote the projection of the medium four-velocity onto this subspace by ū
µ ⌘ Pµ⌫

u⌫ = u
µ + !

p2 p
µ. We

further decompose this subspace into longitudinal and transverse parts, with respect to ū
µ, using the projection

matrices

Pµ⌫
L ⌘ ū

µ
ū
⌫

ū2
, Pµ⌫

T ⌘ Pµ⌫ � Pµ⌫
L . (2.21)

7For real materials, the interatomic electric field could be estimated as ⇠ e2/a0 ⇠ 102 eV in which e is the charge and a0 is the
Bohr radius. This turns out to be large compared to what can be produced experimentally.

7

Only possible singularities of P are zeros of Gg
also have nonzero momentum.

It has been argued in Eq. (4.9) that we can always write the response function in the domain of analyticity

as an integral over its imaginary part. Restricting to the single-variable case we get

�(!) =
1

⇡

Z 1

0

dz2

z2 � (! + i✏)2
Im�(z) , (D.1)

where we have used the fact that Im�(!) is odd. The above relation is valid for complex ! in the UHP.

Restricting to the imaginary axis ! = i!I we obtain

�(i!I) =
1

⇡

Z 1

0

dz2

z2 + !
2
I

Im�(z) > 0 , (D.2)

which is strictly positive (otherwise it means that the imaginary part is always zero and therefore the function

is everywhere zero) and monotonically decreasing. On the other hand, away from the imaginary axis we can

calculate the imaginary part from Eq. (D.1)

Im�(!) =
Im!

2

⇡

Z 1

0

dz2

|z2 � !2|2 Im�(z) , (D.3)

which means that Im�(!) has the same sign as Im!
2 = 2!I!R and in particular it is nonzero. We conclude

that �(!) cannot have any zeros in the UHP.

When we have momentum dependence, as in the main text, one can use the parameterization �̃(!) ⌘
�(!, q + !⇠). Then for any real q and ⇠ with ⇠ < 1 the function �̃(!) is analytic in the UHP for complex !.

Moreover, the positivity condition for � implies the same also for �̃. However, the reality property is slightly

di↵erent for �̃. Remember that for a generic four-momentum p
µ = (!,k) we have �(p)⇤ = �(�p

⇤) and, in

particular, for pµ = ip
µ
I then �(p) is real. But in terms of �̃, assuming rotational invariance, we have

�̃(!)⇤ = �(!, (q + !⇠)2)⇤ = �(�!
⇤
, (�q � !

⇤⇠)2) 6= �̃(�!
⇤) . (D.4)

Therefore, the reality condition does not imply that �̃(!)⇤ and �̃(�!
⇤) are equal for general q and ⇠. However,

if we restrict ourselves to the points for which q · ⇠ = 0 then �̃(!)⇤ = �̃(�!
⇤). With this condition the function

�̃(!) will be real on the imaginary axis. By using Eq. (4.9), we write

�(!, q + !⇠) =
1

⇡

Z 1

0

dz2

z2 � (! + i✏)2
Im�(z, q + z⇠) , (q · ⇠ = 0) , (D.5)

using Im �̃(�z) = � Im �̃(z). Then the analog of Eq. (D.2) and Eq. (D.3) can be easily derived. We conclude

that �(!, q + !⇠) cannot have any zeros in the UHP of complex ! when q · ⇠ = 0.

One may wonder how restrictive this is. Is it possible to find appropriate q and ⇠ such that k2 = (q+!⇠)2,

with q · ⇠ = 0, for any point in the analyticity region? If this is true then the function cannot have zeros in the

whole region of analyticity. Unfortunately the answer is no. A little algebra shows that in order to relate any

point (!,k) to a form (!, q + !⇠) with q · ⇠ = 0, keeping k
2 fixed, we need

⇠
2 =

kR · kI

!R!I
, q

2 = k
2
R � k

2
I � (!2

R � !
2
I )⇠

2
. (D.6)

From the above expression it is clear that the conditions 0 < ⇠
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Dropping k, Landau’s argument for absence of zeros in w UHP

Generalize 

à
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⇧µ⌫(!, q + !⇠) analytic w in UHP

In the 3-D case, the solution at (x, t) is dependent on the values of f and g
in a neighborhood of the sphere with center x and radius r = t. This situation
produces a cone called the backward light cone originating at (x, t)

In addition, if we narrow our view of the data to a point x0 in the plan t = 0,
we can observe the forward light cone shown as follows

The cones that depict the u(x, t) solutions to the 1-D and 3-D wave equation
allow us to observe the Huygens principle, which is a phenomenon that allows
us to visualize the bending of waves when it enters a medium where it’s speed
is either increased or reduced in the faster or slower medium. It is also worth
noting that in 2-D we still have Huygens principle - we just replace a sphere
with an open disk in 2-D and we get a similar result.

Another important aspect that is connected to the results above is the finite
speed of propagation. If we have an initial entrance at x = x0, after a finite time
t, the effects of Huygens principle will have propagated only inside the ball with
center x0 and radius r = t.

For a more detailed discussion of these two properties, we refer our readers
to [1] and [2].
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Bounds on low-energy e and µ

Focus on dieletrics: finite values of e(0,0) and µ(0,0)

Conductors have e ~ i s/w, superconductors have e, µ ~ 1/(w2 – cs
2 k2)

Longitudinal 
part

Transverse 
part

be a pole.

The situation is di↵erent if we take into account the condition of positivity. In App. D we show that a

response function, parametrized as (!, q+!⇠) with the condition q · ⇠ = 0, cannot have any zeros in the region

of analyticity, i.e. ! 2 UHP. Applying this to G
µ⌫
� , we conclude that G

�1
� is analytic and therefore, by using

Eq. (2.15), so is ⇧µ⌫(!, q+!⇠) with q ·⇠ = 0. Unfortunately, the theorem is not conclusive beyond the condition

q · ⇠ = 0. In the following, we will exploit this fact to write other forms of dispersion relations directly using

⇧µ⌫ .

Self-energy dispersion Although we are not able to prove the analyticity of ⇧µ⌫ in FLC ⇢ C4, even

taking into account positivity, one can still write dispersion relations directly using ⇧µ⌫ . For instance, we

concluded above that the coe�cient of the longitudinal part, p2⇡L, is analytic in the UHP of ! assuming the

parametrization (!, q + !⇠) with q · ⇠ = 0. Therefore, we can apply Leontovich’s relation Eq. (4.7) to the

combination g
2
⇡L = "� 1, and get

"(!, q + !⇠)� 1 =
1

i⇡
PV

Z +1

�1

dz

z � !
g
2
⇡L(z, q + z⇠) , (q · ⇠ = 0) . (7.4)

Therefore, setting q = 0 and ! = 0, we obtain

"(0, 0)� 1 =
2g2

⇡

Z +1

0

dz

z
Im⇡L(z, z⇠) . (7.5)

This relation is analogous to Eq. (6.2) which was obtained from the analyticity of the photon propagator. In

particular, from the positivity of the right-hand side we conclude that "(0, 0) � 1; this rules out the other

possibility "(0, 0) < 0 discussed after Eq. (6.2).

Similarly, from the coe�cient of the transverse part of ⇧µ⌫ we conclude that k2⇡T is analytic with the same

parametrization as above. Therefore, we can consider the combination32

�3 ⌘ g
2
k
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!2
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k
2

!2

✓
1� 1

µ

◆
. (7.6)

Assuming " ! 1 and µ ! 1 at high energy (see Eq. (5.1)) this function goes to zero at infinity. By using

Leontovich’s relation we obtain
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where we have used q · ⇠ = 0. For nonzero q the limit ! ! 0 is not well-defined. Setting q = 0 we obtain

("(0, 0)� 1) + ⇠
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0

dz
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Im⇡T (z, z⇠) . (7.8)

This is analogous to Eq. (6.6). Once again, taking the limit ⇠ ! 0 gives the same relation as Eq. (7.5). However,

sending ⇠ ! 1 we obtain

"(0, 0)� 1

µ(0, 0)
=

2g2

⇡

Z +1

0

dz

z
Im⇡T (z, z) . (7.9)

Using the positivity of Im⇡T , we find "(0, 0) � 1/µ(0, 0) which is compatible with Eq. (6.6).

32This combination is actually "T � 1.
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where we have used q · ⇠ = 0. For nonzero q the limit ! ! 0 is not well-defined. Setting q = 0 we obtain

("(0, 0)� 1) + ⇠
2

✓
1� 1

µ(0, 0)

◆
=

2g2⇠2

⇡

Z +1

0

dz

z
Im⇡T (z, z⇠) . (7.8)

This is analogous to Eq. (6.6). Once again, taking the limit ⇠ ! 0 gives the same relation as Eq. (7.5). However,
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Using the positivity of Im⇡T , we find "(0, 0) � 1/µ(0, 0) which is compatible with Eq. (6.6).

32This combination is actually "T � 1.
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be a pole.
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see also Dolgov, Kirzhnits, 
Losyakov 82

One can estimate part of the RHS integral for better bounds

Bounds on low-energy e and µ

Low-energy 
speed <1
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"(0, 0)� 1 �
!2
p
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UV

E.g. using plasma limit:

Microcausality imposes 
bounds on µ too



Non-relativistic response

A response confined in a narrower cone, v << c, gives stronger bounds

Lindhardt response: 
effectively confined to vf
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Beyond condensed matter

• Tiny diamagnetism in CM, because v << c

8 Examples and improvements

In this section we discuss further the results derived above, focussing on the possibility of saturating the bounds

and improving them under some stronger assumptions.

Models living on the boundaries One can ask: is it possible, at least conceptually, to lie on the boundaries

of the allowed region shown in Fig. 4? The horizontal boundary with "(0, 0) = 1 corresponds to a medium

without any electric response at low energies. Therefore, it would su�ce to set ⇡L ⌘ 0. Di↵erent points along

the boundary "(0, 0) = 1 then correspond to di↵erent limiting values of ⇡T . To have a mathematically consistent

example let us consider the following form:

g
2
⇡T (!,k) =

!
2
T

�!2 � i�! + c2sk
2 + !

2
0

. (8.1)

As discussed in App. E, as long as � > 0, 0  c
2
s  1, !

2
0 > 0 and !

2
T > 0 this is an analytic function

when Im(!,k) lies in the FLC, with the correct positivity condition. Moreover, from µ
�1 = 1 � g

2
⇡T we see

that the condition µ(0, 0) > 0 implies that !
2
T < !

2
0 . More physically, an ensemble of magnetic dipoles does

not contribute to " and results in paramagnetism. The paramagnetic response can be arbitrarily large as we

approach the Curie point, µ ! 1.

The vertical boundary of Fig. 4 corresponds to "(0, 0)µ(0, 0) = 1. Therefore, we need both an electric and

magnetic response to lie on the vertical boundary. Since it implies that the speed of light is unity, perhaps

the easiest way is to start from imposing Lorentz invariance on ⇡L and ⇡T : ⇡L = �k2

p2 ⇡T . Therefore, we can

consider

g
2
⇡L(!, k) = �k

2

p2
g
2
⇡T =

!
2
L

�!2 � i"! + k2 + !
2
0

, (8.2)

which for !2
0 > 0 and !

2
L > 0 has the correct analyticity and positivity properties. In the Lorentz-invariant case

we have " = µ
�1 = 1 + g

2
⇡L at all energies. One may wonder whether in Eq. (8.2) any other function, with

the correct properties, will also work. However, one must be careful about the positivity of ⇡T = �p
2
⇡L/k

2

since the prefactor p2 changes sign. For instance, adding a subluminal speed of sound cs or finite decay width

� to Eq. (8.2), while being consistent for ⇡L, is not consistent for ⇡T . It is, in fact, possible to provide a more

physical example. Consider the theory

L = � 1

4g2
Fµ⌫F

µ⌫ � 1

2
(@µ�)

2 � 1

2
m

2
�
2 +

↵

⇤2
�
2
Fµ⌫F

µ⌫
, (8.3)

in which � is a massive scalar field. Integrating it out, say in some nontrivial background, gives corrections

to the photon kinetic term that are always proportional to Fµ⌫F
µ⌫ . As a result, the condition " = µ

�1 is

satisfied. The Lagrangian above describes a scalar particle with electric and magnetic polarizabilities which are

equal and opposite, since Fµ⌫F
µ⌫ / E

2 � B
2. This situation is rather common, since it corresponds to the

dimension-6 operator above. In order to deviate from this relation one has to consider higher-order operators

like F
µ↵

F
�
µ @↵�@��, which are naturally suppressed. For instance pions and kaons have polariazabilities which

are approximately equal and opposite, see for example [49].

Lower bound on dissipation The bounds of Fig. 4 can be improved if one has some knowledge about the

right-hand side of Eq. (7.5) and Eq. (7.9) (equivalently (6.2) and (6.6)). In particular one needs a lower bound

on dissipation. One possibility is to assume the “plasma” behavior at large ! as discussed in Sec. 5. At high

energy one has ⇡L ⇠ �!
2
p/!

2. This implies that the function !
2
⇡L(!, 0) + !

2
p is analytic in the UHP of !

and decays at infinity. Writing the dispersion relation (4.6) for zR = 0 gives the well-known sum rule (see for

instance [26]):

!
2
p =

2g2

⇡

Z 1

0
!d! Im⇡L(!, 0) . (8.4)
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Diamagnetic response saturates the bound. This happens for pions for instance

• For high-energy media (e.g. nuclear matter) one cannot close the contour 
below electron mass

Contour at infinity cannot be neglected, but it is known

the parameter ⇠ can be increased up to values ⇠ 1/vF . However, for larger momenta quantum mechanical

e↵ects become important and the above statement is no longer true; remember that, as discussed in App. C,

the relativistic expressions Eq. (C.10) and Eq. (C.11) have the correct analyticity properties. We have checked

explicitly for the Lindhard function that, although the region of analyticity is not strictly speaking larger,

Leontovich’s relation is still satisfied for values 1 ⌧ ⇠ . 1/(3vF ), to a very good approximation. This is

consistent with the fact that the Lindhard response function in real space is very small outside the r = 3vF t

cone as depicted in Fig. 5.

Closure of the contour at high energy As we discussed above, for condensed matter media one can close

the arc in the upper half-plane of Fig. (4.6) at energies below the electron mass and thus disregard the vacuum

loops of electrons and other charged particles. However, this is not possible in general: in the case of nuclear

matter, for instance, only going to energies well above MeV the medium becomes negligible and the contour

in the complex plane can be closed.34 The vacuum polarisation due to loops of electrons and other charged

particles is e↵ectively a medium, with the only di↵erence that the response is now Lorentz-invariant. This

symmetry implies that quantities can only depend on p
2, and not separately on ! and k, and enforces the

relation ⇡L = �k
2
⇡T /p

2. For energies well above the mass of the electron the longitudinal response reads [50]

⇡L,qed(p
2) =

1

12⇡2


log

✓
�(! + i✏)2 + k

2

m2

◆
� 5

3
+O

✓
m

2

p2

◆�
, (8.14)

where we took the i✏ prescription appropriate for the retarded Green’s function. This expression does not

decay at infinity so one cannot neglect the integration over the large circle, which is a necessary step to derive

the Kramers-Kronig and Leontovich relations. One is forced to limit the integration over the real line up to

a maximum frequency, |!| < !UV, and at the same time keep the contribution of the semicircle with radius

!UV. Notice that the e↵ects of vacuum loops are perturbative, i.e. suppressed by the QED coupling g
2, so one

can disregard them if the e↵ect of the medium of interest gives corrections which are parametrically larger. It

is however quite simple and physically instructive to take into account the e↵ects which are enhanced by the

potentially large logarithm.

Let us study for instance how Eq. (7.5) is modified including the contribution from the arc at large energies

"(0, 0)� 1 =
2g2

⇡

Z !UV

0

dz

z
Im⇡L(z, 0) +

g
2

⇡
Im

Z

\UV

dz

z
⇡L(z, 0) , (8.15)

where we took ⇠ = 0 for simplicity. The last term evaluates to g2

12⇡2

⇥
log

�
!
2
UV/m

2
�
� 5

3

⇤
. This equals Re "(!UV, 0)�

1 (see Eq. (8.14)) and gives the QED coupling at the scale !UV (notice that one usually defines the running

coupling for Euclidean momenta, while here we have timelike momenta and this is the reason why we also have

an imaginary part). Therefore one can rewrite the dispersion relation as

"(0, 0)� Re "(!UV, 0) =
2g2

⇡

Z !UV

0

dz

z
Im⇡L(z, 0) . (8.16)

This result makes perfect sense physically. In the presence of vacuum loops, the value of " runs with the energy:

the dispersion relation gives the increase of " compared to the UV, as a consequence of the medium.35 One

expects this to hold at any order in perturbation theory. Going back to Fig. 4, one can say that the horizontal

boundary becomes energy-dependent, since it corresponds to the value of " at the UV scale. The other boundary,

which corresponds to the speed of light, is not a↵ected by vacuum loops, because they are Lorentz-invariant.

34We assume to remain below the energies that characterise the spontaneous breaking of the electroweak symmetry, otherwise
one should take into account the full SU(2)⇥ U(1) structure. For a non-Abelian group the discussion is qualitatively di↵erent, as
for instance in asymptotic freedom; this is related to the fact the current is no longer a gauge-invariant operator.

35The right-hand side of the equation above is always positive both in vacuum, where only loops of charged particles are present,
and when extra matter is present. However one cannot, in general, separate the two contributions and argue that each one gives
a positive contribution to the imaginary part. In particular there is no guarantee that the right-hand side increases when adding
matter to the vacuum.
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Cf.

of �1/r2 which describes instantaneous action at a distance.) These poles must be removed by zeros of the

numerator to ensure analyticity of f ij . We conclude that the combination A+ !
2
B/p

2 must be zero at k2 = 0.

Application of the above results to G
µ⌫
� given in Eq. (2.33) shows that the combinations 1/(1 + g

2
⇡L) and

1/(p2 � g
2
k
2
⇡T ) are analytic in the FLC. We will use this fact in §6 to bound the low-energy limits of " and µ.

Moreover, from the discussion below Eq. (4.3) we require that the combination

1

k2


1

p2 � g2k2⇡T
+

!
2
/p

4

1 + g2⇡L

�
k2=0⇠ 1

k2

g
2(k2⇡T � !

2
⇡L)

!2(1 + g2⇡L)(!2 + g2k2⇡T )
, (4.4)

is regular near k
2 = 0. To obtain the second expression we have used p

2 = �!
2 in the limit k

2 ! 0. We

conclude that the combination k
2
⇡T �!

2
⇡L must go to zero at least like k2 when k

2 ! 0.23 This indicates that,

as a consequence of microcausality, the two functions ⇡L and ⇡T cannot be completely unrelated. Similarly, the

coe�cients in the expression for Gµ⌫
J given in Eq. (2.39) are analytic; since these are slightly more complicated

and do not give new information we do not report them here. We will deal with the analyticity of ⇧µ⌫ in §7.
In order to avoid dealing with several complex variables at the same time we parametrize the FLC by several

single-complex-variable subspaces. More precisely, we write

p
µ = (!, q + !⇠) (4.5)

for complex ! and real vectors q and ⇠ with the condition that ⇠ ⌘ |⇠| < 1. It is easy to see that every point

p
µ = (!,k) in the FLC can be written in the form (4.5) for appropriate values of q and ⇠, i.e. ⇠ = kI

!I
and

q = kR � !R⇠. As discussed in [14], the form (4.5) is the most general single-variable parametrization. Any

other choice for k(!) would either change the analyticity region (by mixing the real and imaginary parts) or

spoil the behavior at infinity. Then we see that Gµ⌫
� (!, q + !⇠) and G

µ⌫
J (!, q + !⇠), now regarded as functions

of !, are analytic in the UHP of ! 2 C, i.e. !I > 0. The same holds for the coe�cients appearing in Eq. (2.33)

and Eq. (2.39) as discussed above.

For a generic function �(z) that is analytic in the UHP (and continuous onto the real line) and decays at

infinity one can use Cauchy’s theorem, applied to �(z)/(z � zR), to prove the following relation

z

zR

�(zR) =
1

i⇡
PV

Z +1

�1

dz

z � zR
�(z) , (4.6)

in which zR is real, and PV means the principal value of the integral for the pole at z = zR. An important

assumption here is that �(z) ! 0 when |z| ! 1, which implies that we can neglect the contour at infinity.

Taking the real part of Eq. (4.6) gives an expression for Re�(zR) in terms of an integral over the Im�(z) over

the real axis. We can apply this general result to the analytic functions that we found above by using the

parametrization of Eq. (4.5). Let us denote by �(!, q + !⇠) such an analytic function, e.g. 1/(1 + g
2
⇡L). Then

Eq. (4.6) gives24

23The reader may wonder how one can exclude the possibility of the denominator of Eq. (4.4) having a singularity. For instance,
if ⇡L ⇠ 1/k2 as k2 ! 0 then it removes the unwanted 1/k2 factor in front of Eq. (4.4). Notice that, apparently, this possibility is
harmless for the analyticity of the combination 1/(1 + g2⇡L) required by causality. However, as we will argue in §7 and App. D,
⇡L(!, q + !⇠) is analytic in the upper-half plane (UHP) of complex ! as long as q · ⇠ = 0 and |⇠| < 1. This is a consequence of
both causality and positivity. In this parametrization k2 = q2 + !2⇠2, and therefore it is not possible to have ⇡L ⇠ 1/k2 since it
implies a pole at ! = +iq/⇠ in the UHP. A similar discussion applies to k2⇡T .

24One can also derive this relation by noting that �(x) = �(x)✓(t� ⇠ ·x) for any ⇠ < 1 as required by microcausality. Taking the
Fourier transform of both sides gives Eq. (4.7). See [24,39] for details.
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• Other systems: superconductors, conductors, crystals...

• Derivatives of e, µ

• Full analyticity of Pµn

• Khallen-Lehman representation? Not every spectral density is ok:

Fluctuation dissipation theorem

We do not know anything without LI 

• Induced dipole moments (and eventually Love numbers in gravity)

• Fluids using

• Inflation 
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hTµ⌫T↵�i

Future directions

�(!, q + !⇠) =
1

i⇡
PV

Z +1

�1

dz

z � !
�(z, q + z⇠) , (4.7)

for real ! as well as real q and ⇠ with ⇠ < 1 as required by Eq. (4.5). By shifting the spatial momentum

q ! q � !⇠ and relabeling it we can rewrite Eq. (4.7) as

�(!,k) =
1

i⇡
PV

Z +1

�1

dz

z � !
�(z,k + (z � !)⇠) . (4.8)

We emphasize that in this relation all independent variables are real. Eq. (4.8) was initially written by

M. Leontovich [24] and we will call it (as well as Eq. (4.7)) Leontovich’s relation. This relation is the gener-

alization of the famous Kramers-Kronig formula, derived assuming only retardation, taking into account the

condition of microcausality. In fact, for ⇠ = 0 one recovers the Kramers-Kronig relations. Taking the real part

of the both sides in Eq. (4.8), as mentioned above, gives an expression for Re�(!,k) in terms of an integral of

Im�(z,k + (z � !)⇠) for any ⇠. In §6 we will apply Leontovich’s relation to the various analytic combinations

of ⇡L and ⇡T .

Before closing this section let us mention two more points regarding Leontovich’s relation. First, as we said,

Eq. (4.7) gives the real part of the function in terms of its imaginary part and vice versa. Therefore, we can

express the whole function in terms of the imaginary part as follows
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PV
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dz
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Z
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=
1

⇡

Z
dz

z � ! � i✏
Im�(z,k + z⇠) ,

(4.9)

where in the first line we have replaced the real part using Eq. (4.7) and to obtain the second line we have used

Sokhotski-Plemelj. Although we have derived Eq. (4.9) for real !, it remains valid for complex ! as well in

the domain of analyticity, i.e. in the UHP.25 The reason is that the right-hand side of Eq. (4.9) is a sum over

functions 1/[! � (z � i✏)] which do not have poles in the UHP.26 Eq. (4.9) will be used in §7 and App. D to

study the analyticity of the self-energy tensor ⇧µ⌫ .

Finally, we note that the condition of microcausality, equivalently Leontovich’s relation, restricts the form

of the imaginary part of the function. We have already seen in the previous section that ! ImG
µ⌫
� and ! ImG

µ⌫
J

are positive definite (for passive materials). However, one can ask: does any positive matrix give an eligible

imaginary part of a causal function? Interestingly, the answer is no. This can be seen from Eq. (4.8). The fact

that the left-hand side in Eq. (4.8) is independent of ⇠ is a restriction on the imaginary part from causality.

More precisely, the integral over the imaginary part along two di↵erent lines in the (!,k) space associated with

two di↵erent vectors ⇠1 and ⇠2, as shown below, must give the same result27

~k

!

(!, k)

⇠ = 0⇠1 ⇠2

PV

Z
dz

Im�(z,k + (z � !)⇠1)

z � !
= PV

Z
dz

Im�(z,k + (z � !)⇠2)

z � !
. (4.10)

25We should note that we can write the analog of Eq. (4.9) for Eq. (4.8), i.e. ⇠ only appears on the right-hand side, assuming !
is real. However, this form does not continue to hold for complex ! simply because the right-hand side involves an integral over
Im�(z,k + (z � !)⇠) which is not an analytic function of !.

26More rigorously one can start from �(!) for complex ! by writing it in terms of an integral over the real axis using Cauchy’s
theorem. The function over the real axis can then be written in terms of an integral over the imaginary part as given in Eq. (4.9).
After some algebra one recovers Eq. (4.9) now with ! complex.

27Equivalently, one can show that Eq. (4.10) is a direct consequence of the fact that the imaginary part is given by the Fourier
transform of a commutator which vanishes outside the full light cone as given in Eq. (3.2).
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Para/Dia magnetism and Electric response

Paramagnetic Diamagnetic

Interaction with magnetic field

Effect of E is second order
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Origin of analyticity

Consequence of microcausality: commutators vanish outside lightcone

246 QUANTUM FIELD THEORY

observation is the basis of the original treatment by Kramers and Kronig of the
diffractive index of light in a medium relating dispersion and absorption. Hence
the name "dispersion relations" for the analytic representations of the scattering
amplitudes.

An example will illustrate these ideas. Consider the elastic scattering of particle
A (mass ma) on a target particle B (mass mb). Both particles are assumed spinless
to avoid cumbersome technical details without changing the essential conclusions,
but may carry a charge. We therefore distinguish particle A from antiparticle A
and use a complex field qJ to describe both of them. If q1 and q2 denote the
initial and final momenta of particle A and P1 and P2 the corresponding ones
of particle B, the connected part of the scattering amplitude may be expressed as

Sfi = - f d4x d4y ei(q,oy-q,oX)(Dy+ + (5-169)

We have absorbed a factor Z-1/2 into the definition of the field. With q1
and q2 inside the forward light cone, the time-ordered product in the right-hand
side ofEq. (5-169)may be replaced by a retarded commutator

TqJ t (y)qJ(x) fJ(y°- x0)[ qJ t (y), qJ(x)J
without affecting the value of Sfi. This can be seen from the original derivation
given in Sec. 5-1-3. Define the source j(x) of the field qJ(x) through

(0 + m;)qJ(x) = j(x) (5-170)

and assume for simplicity that qJ andj commute at equal times. Taking translation
invariance into account we may write

Sfi = (2n)4c54(p2 + qz - P1 - q1)i.:T

(5-171)

Lorentz invariance implies that .:T depends only on the scalar products among
the momenta, i.e., on two out of the three Mandelstam variables for on-shell
particles.

From locality, the retarded commutator (P21 fJ(ZO) [jt(z/2), j( - z/2)J Ip1>
vanishes unless Z2 > 0, Zo > o. Inspection of Eq. (5-171) reveals that .:T is an
analytic function of the four-vector q in the so-called forward tube defined by the
condition that 1m q be a positive time-like vector. This follows from the assumption
that the matrix elements of the fields are tempered (i.e., polynomially bounded)
distributions. Indeed, ifq = qR+ iqI, the exponential in (5-171)provides a damping
factor e- Z • q/ when both z and qI are positive time-like vectors.

This example shows the direct relationship between the local properties of
relativistic field theories and the analyticity of Green functions.

Before we analyze the mathematical consequences of this result let us recall
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Commutator vanishes outside FLC à analytic for Im qµ in FLC

LSZ:

See e.g. Itzykson Zuber’s book

Up to disconnected pieces:
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S - Matrix

space and time translations are not.1 The model features two modes: a massless Goldstone

and the radial massive excitation, whose dispersion relations will be studied in section 2. The

model is weakly coupled so that, contrary to the general case discussed above, one can study

the S-matrix of the Goldstones at all energies. Before venturing to make very general claims,

we think it is important to have at least one non-trivial example of an S-matrix in the absence

of Lorentz invariance.

Before calculating the S-matrix and evaluating it in various limits of physical interest

(section 4 and appendices B and C), in section 3 (and appendix A) we will derive an LSZ

reduction formula that connects the S-matrix to correlation functions. Here we encounter a

striking di↵erence compared to the Lorentz invariant case: the relation between the S-matrix

and correlation functions involves operators that are non-local in space. This spatial non-

locality arises from the mixing of the two modes, which depends on the momentum. The

presence of this non-locality spoils the analyticity properties of the S-matrix compared to

the Lorentz invariant case. We conclude that even in cases where the S-matrix exists at all

energies one cannot derive positivity bounds using the conventional dispersive arguments.

In section 5 and appendix D we study the decay rate of Goldstones, while conclusions and

future directions are discussed in section 6.

2 The U(1) model

We start with the UV-complete Lagrangian

L = @�†
· @�+m
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1The unbroken time translations actually correspond to a linear combination of the original time translation
and a U(1) transformation [13].

3

What if the low energy states do exist at high energy?
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Thus the Fock space contains two types of particles which are labelled by their three-momentum

k and by an extra label ± indicating which dispersion relates their energy and momentum.

Now that we have established what the asymptotic states are we must choose which fields to

use to interpolate such states. One possibility is to use h and ⇡. They clearly can interpolate

both ± states. The purpose of the next section is to quantify how much they actually do.
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Figure 1: Plot of the dispersion relations of the + (black) and � (orange) states in units of

v for � = 10�2 and µ/v = 3/10. The blue dotted line is the null curve !(k) = |k|, and we

have E±(k) = |k| ± µ
2
/2v +O (|k|�1) as |k| ! 1. Thus the + branch is timelike while the

� branch is spacelike.

so that a single particle asymptotic state of type l with four-momentum k is obtained by
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The first and second equations together imply3
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where we have suppressed the k-dependence, while the third equation boils down to
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Furthermore, the factors Za
l must be chosen so that the equations of motion are satisfied. We

find this implies

Z
h
l =

ivk
2
l

Elµ
2
Z

⇡
l , (21)

where k
2
l = El(k)2 � k2 and this equation holds for l 2 {�,+} separately. The independent
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With the relations (21), there are two remaining unfixed phases in the solution. These corre-

spond to our freedom in (16) to rotate a±(k). Choosing Z
⇡
� and Z

h
+ to be positive real, the

explicit expressions for the interpolating factors are
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3Here we use that Za
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Imposing EOM and CCR one gets e.g.

From these expressions we see
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as |k| ! 1 . (27)

This means that at high energies the two fields ⇡, h interpolate the two asymptotic states

�,+ equally well. This can also be understood by considering the quadratic Lagrangian (8)

and noticing that, in the high energy limit, the splitting is dominated by the one derivative

operator (µ2
/v)h⇡̇. So at high energies the quadratic Lagrangian reads
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In the two eigenvalues we recognize the high energy limits of the dispersion relations (12) and

in the eigenvectors we recognize the high energy limits of the Z-factors (27). To conclude we

stress that, since the leading splitting operator (µ2
/v)h⇡̇ is Lorentz-breaking, going to very

high energies is di↵erent from taking the µ = 0 limit.

3 LSZ reduction formula and lack of analyticity

In this section we will derive the LSZ reduction formula, following the polology argument of

Weinberg [14]. This is of course well-know material in the Lorentz invariant case and we will

highlight the di↵erences in the absence of Lorentz invariance. We want to prove the following

relation between the T-ordered Green functions and the S-matrix elements
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The symbol ⇠ indicates the equality holds in the limit all particles go on shell: p0i ! E�(pi)

and k
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j ! E�(kj). Notice we are taking the convention that p0i > 0 and k
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i > 0. The matrix

elements were defined above as
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(In the standard Lorentz invariant treatment, these would reduce to a factor
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Z, which

describes the wavefunction normalization.) [[[LS: why
p
Z and not Z]]] We are here

looking at the scattering of � particles: if one were interested in + particles, one should use
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�,+ equally well. This can also be understood by considering the quadratic Lagrangian (8)

and noticing that, in the high energy limit, the splitting is dominated by the one derivative

operator (µ2
/v)h⇡̇. So at high energies the quadratic Lagrangian reads

L(2) ⇠
1

2

�
⇡ h

�✓ �@
2

�(µ2
/v)@t

(µ2
/v)@t �@

2

◆✓
⇡

h

◆
(28)

which can be diagonalized yielding

L(2) ⇠
1

2
⇥

1
p
2

�
⇡ � ih h� i⇡

�✓ �@
2 + i(µ2

/v)@t 0

0 �@
2
� i(µ2

/v)@t

◆
1
p
2

✓
⇡ + ih

h+ i⇡

◆
.

(29)

In the two eigenvalues we recognize the high energy limits of the dispersion relations (12) and

in the eigenvectors we recognize the high energy limits of the Z-factors (27). To conclude we

stress that, since the leading splitting operator (µ2
/v)h⇡̇ is Lorentz-breaking, going to very

high energies is di↵erent from taking the µ = 0 limit.

3 LSZ reduction formula and lack of analyticity

In this section we will derive the LSZ reduction formula, following the polology argument of

Weinberg [14]. This is of course well-know material in the Lorentz invariant case and we will

highlight the di↵erences in the absence of Lorentz invariance. We want to prove the following

relation between the T-ordered Green functions and the S-matrix elements

nY

i

Z
d4
yi e

ipi·yi
mY

j

Z
d4
xj e

�ikj ·xjh0|T (⇡(y1) . . . ⇡(yn)⇡(x1) . . . ⇡(xm))|0i ⇠

nY

i

iZ
⇡
�(pi)

p0 2i � E2
�(pi) + i"

mY

j

iZ̄
⇡
�(kj)

k0 2
j � E2

�(kj) + i"
hp1 . . .pn|S|k1 . . .kmi

(30)

The symbol ⇠ indicates the equality holds in the limit all particles go on shell: p0i ! E�(pi)

and k
0
j ! E�(kj). Notice we are taking the convention that p0i > 0 and k

0
i > 0. The matrix

elements were defined above as

Z
h
±(k) ⌘ h⌦|h(0)|k,±i . (31)

(In the standard Lorentz invariant treatment, these would reduce to a factor
p
Z, which

describes the wavefunction normalization.) [[[LS: why
p
Z and not Z]]] We are here

looking at the scattering of � particles: if one were interested in + particles, one should use

7

(Another procedure is to write creation/annihilation operators 
in terms of fields: different LSZ expression, but same conclusions)

LSZ formula, using polology



Lack of analyticity

Z+’s and also use the dispersion relations E
2
+(·). In this way of deriving the LSZ reduction

[[[‘forluma’ [[?]]], one is free to use any field to interpolate the particles of interest, provided

there is a nonzero overlap. For instance, one could write a similar formula [[[‘replace’! ‘by

replacing’]]]] some (or all) the fields ⇡ with fields h. Since the overlap between a � particle

and the h field goes to zero at low energy, it is more natural to use ⇡.

To prove the expression above one focus on the regions of integration y
0
i ! +1 and

x
0
i ! �1 since this is the region that gives rise to the poles [[[[why?]]]]. In the regime all

the y’s are after all the x’s and the T-ordered product factorises as

h0|T (⇡(y1) . . . ⇡(yn))T (⇡(x1) . . . ⇡(xm))|0i . (32)

We can thus insert a complete sets of states (twice) in the middle

X

↵,�

h0|T (⇡(y1) . . . ⇡(yn))|↵outih↵out|�inih�in|T (⇡(x1) . . . ⇡(xm))|0i . (33)

The object h↵out|�ini is the S-matrix. In the late-time limit, after the wave packets of the

various particles are separated, the matrix element on the left is dominated by a state with

n particles

lim
y0i !+1

h0|T (⇡(y1) . . . ⇡(yn))|↵outi ⇠ h0|T (⇡(y1) . . . ⇡(yn))|q1 . . . qniout ⇠

nY

i

h0|⇡(yi)|qiiout ⇠

nY

i

Z
⇡
�(qi)e

�iqi·yi
(34)

Notice that if the theory were invariant under boosts, then Z would not depend on k: as

we will see, this is a crucial di↵erence. (We have been here sloppy with permutations, which

will eventually cancel with the normalization of states with identical particles.) Taking into

account the integration over final states each term in the product gives
Z

d4
yid⌦qie

ipi·yiZ⇡
�(qi)e

�iqi·yi =

Z
dtid⌦qi(2⇡)

3
�
(3)(pi � qi)Z

⇡
�(qi)e

i(p0i�q0i )ti , (35)

where we did the integral over the spatial variables. Then doing the integral over the phase

space one gets

=

Z
dti

1

2E�(pi)
Z

⇡
�(pi)e

i(p0i�E�(pi))ti ⇠
iZ

⇡
�(pi)

p0 2i � E2
�(pi) + i"

, (36)

where the last equality is valid up to term that vanishes as one goes close to the pole. The

same arguments work for the in-coming particles proving the LSZ formula (30).

We can now proceed to study the analyticity of the 2 ! 2 S-matrix. In this case the LSZ

formula gives

S = �

Z
d4
xd4

y e
i(q2·y�q1·x)

�@
2
y0 � E

2
�(�i@yi)

Z⇡
�(�i@yi)

�@
2
x0 � E

2
�(�i@xi)

Z̄⇡
�(�i@xi)

hp2|T (⇡(y)⇡(x))|p1i . (37)
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We slightly changed the notation calling q1 and p1 the incoming momenta (q2 and p2 are

outgoing). This simplifies the comparison with the book of Itzykson & Zuber book, whose

logic we will follow. As in the Lorentz invariant case one can replace the T-ordered correlation

function with the retarded 2-point function: the di↵erence only contributes to a disconnected

piece of the S-matrix. Therefore one has

S = �

Z
d4
xd4

y e
i(q2·y�q1·x)

�@
2
y0 � E

2
�(�i@yi)

Z⇡
�(�i@yi)

�@
2
x0 � E

2
�(�i@xi)

Z̄⇡
�(�i@xi)

hp2|✓(y
0
�x

0)[⇡(y)⇡(x))]|p1i .

(38)

Using translational invariance one can factor out the delta function of energy and momentum

conservation

S = (2⇡)4�(4)(p2 + q2 � p1 � q1)iT (39)

T = i

Z
d4
z e

iqz
�@

2
z0/2 � E

2
�(�i@zi/2)

Z⇡
�(�i@zi/2)

�@
2
z0/2 � E

2
�(�i@zi/2)

Z̄⇡
�(�i@zi/2)

hp2|✓(z
0)[⇡(

z

2
)⇡(�

z

2
))]|p1i (40)

In the Lorentz invariant case the Z’s are just constants and the di↵erential operators are the

Klein-Gordon one, ⇤ + m
2. In this case these operators can be brought inside the matrix

element and the integrand is thus non-zero only for z
µ in the forward lightcone. Therefore

T (qµ) is analytic if Im q
µ lies in the forward lightcone. (In this region the integral converges,

assuming polynomial boundedness of the matrix elements and it thus defines an analytic

function.) This primitive domain of analyticity is the stepping stone for the use of dispersion

arguments of the S-matrix. Here, however, the di↵erential operators acting on the matrix

element are non-local. In particular, from the explicit expression of Z⇡
� and E

2
� one sees the

presence of branch points for complex spatial momenta. These singularities are there for any

value of the time-components of the momenta. This means there is no cone of analyticity for

Im q
µ.

Another way to see the absence of analyticity is to look at the fields built only with the

creation/annihilation operators of � (or respectively +) states:

'l(t,x) ⌘

Z
d
3
k

(2⇡)32El(k)

�
al(k)e

�i(El(k)t�k·x) + h.c.
�
, l = ± . (41)

These fields interpolate only one of the two eigenstates, so that h0|'l(0)|q liout = 1. The '’s

however are not microcausal, i.e. they do not commute outside the lightcone. The simplest

way to see this is to look at the Fourier representation of the retarded Green function

GR l(!,k) =
i

(! + i✏)2 � El(k)2
. (42)

Necessary and su�cient condition for the vanishing of the retarded Green function outside

the lightcone is that its Fourier representation is analytic when the imaginary part of the

4-vector (!,k) is in the forward light-cone. This property does not hold here since El(k) has
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presence of branch points for complex spatial momenta. These singularities are there for any
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µ.

Another way to see the absence of analyticity is to look at the fields built only with the

creation/annihilation operators of � (or respectively +) states:

'l(t,x) ⌘

Z
d
3
k

(2⇡)32El(k)

�
al(k)e

�i(El(k)t�k·x) + h.c.
�
, l = ± . (41)

These fields interpolate only one of the two eigenstates, so that h0|'l(0)|q liout = 1. The '’s

however are not microcausal, i.e. they do not commute outside the lightcone. The simplest

way to see this is to look at the Fourier representation of the retarded Green function

GR l(!,k) =
i

(! + i✏)2 � El(k)2
. (42)

Necessary and su�cient condition for the vanishing of the retarded Green function outside

the lightcone is that its Fourier representation is analytic when the imaginary part of the

4-vector (!,k) is in the forward light-cone. This property does not hold here since El(k) has
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The usual arguments of S-matrix analyticity breaks down

Vanishes outside FLC in z

Without Lorentz invariance Z(k) and E(k) introduce non-analyticities

analytic for Im qµ in FLC
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